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Foreword

Worldwide, more than 3 billion people cook 
with wood, dung, coal and other solid fuels 

on open fires or traditional stoves. The resulting 
indoor air pollution is responsible for more than 1.5 
million deaths due to respiratory diseases annu-
ally – mostly of young children and their moth-
ers. Effective solutions to reduce levels of indoor 
air pollution and to improve health do exist. They 
include cleaner and more efficient fuels, improved 
stoves that burn solid fuels more efficiently and 
completely, and better ventilation practices. How-
ever, for these solutions to be effective and sustain-
able in the long term, they must be accompanied by 
changes in behaviour.

In addition to preventing death, improving health 
and reducing illness-related expenditures, house-
hold energy interventions have many impacts that, 
at the household level, improve family livelihoods 
and, at the population level, stimulate development 
and contribute to environmental sustainability. 
These benefits include time savings due to less ill-
ness, a reduced need for fuel collection and shorter 
cooking times. Cost–benefit analysis (CBA) is a 
tool that takes into account all the costs and ben-
efits of household energy interventions to reduce 
indoor air pollution from a societal perspective. It 
can thus play an important role in guiding pub-
lic policy-making and investments in household 
energy interventions.

The World Health Organization (WHO), in collab-
oration with the Swiss Tropical Institute, has devel-
oped a publications package on CBA of household 
energy and health interventions, consisting of 
three publications. WHO has conducted a global 
CBA and published the results in Evaluation of the 
costs and benefits of household energy and health inter-
ventions at global and regional levels. This technical 
report is intended for professionals working on 
household energy, environment and health. Also, 
a Summary provides a synopsis of the key find-
ings for policy-makers in the energy, environment 
and health sectors at the subnational, national and 
international levels.

The publications mentioned above are both based 
on the Guidelines for conducting cost–benefit analysis 
of household energy and health interventions. These 
guidelines introduce the cost–benefit frame-
work and outline the different steps in the pro- 
cess of analysis: choosing interventions, defining  
boundaries, estimating costs and impacts, carrying 
out sensitivity analysis and presenting the results 
and their implications. The present technical publi-
cation is intended for economists and professionals 
interested in conducting CBA at the national and 
subnational levels.

vii
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1. Introduction

1.1	 Indoor air pollution in the 	
world today

In the year 2003, around half the world’s popula-
tion – more than 3 billion people – still used solid 

fuel to meet their energy needs. The percentages 
ranged from under 20 per cent in Europe and Cen-
tral Asia to 80 per cent and more in sub-Saharan 
Africa and Asia (Bruce et al., 2000; Smith et al., 
2004; Rehfuess et al., 2006). 

The inefficient burning of solid fuels, such as dung, 
wood, charcoal and coal, combined with poor ven-
tilation, produces high levels of hundreds of pol-
lutants (Ezzati et al., 2002).� Exposure to indoor air 
pollution (IAP) from the combustion of solid fuels 
has been implicated, with varying degrees of evi-
dence, as a risk factor for several diseases in devel-
oping countries, including acute lower respiratory 
infections (ALRI) and otitis media (middle ear 
infection), chronic obstructive pulmonary disease 
(COPD), lung cancer (from coal smoke), asthma, 
cancer of the nasopharynx and larynx, tuberculo-
sis, perinatal conditions and low birth weight, and 
diseases of the eye, such as cataract and blindness 
(Bruce et al., 2006; Ezzati & Kammen, 2002).� 

Indoor air pollution is estimated to cause 3.7% of 
the overall disability adjusted life-years (DALYs) 
in high-mortality developing countries, falling to 
around 1.9% in low-mortality developing coun-
tries, as classified by the World Health Organi-
zation (WHO) (WHO, 2000a). Conservative 

�	 Pollutants in biomass and coal smoke include particulate 
matter, carbon monoxide, nitrogen dioxide, sulfur oxides 
(mainly from coal), formaldehyde, and polycyclic organic 
matter, including carcinogens. Small particles are considered 
the most serious and widespread health hazards of IAP from 
solid fuel use.

�	 Evidence is strongest for ALRI in children younger than 5 
years, COPD in adults, and lung cancer from coal exposure 
in adults; at present the evidence base is not strong enough 
to include other diseases in calculations of the burden of 
disease from exposure to IAP.

estimates of global mortality due to IAP from solid 
fuels show that in 2002, approximately 1.5 mil-
lion deaths were attributable to exposure to IAP 
(WHO, 2006). These estimates only include death 
and disability from ALRI, COPD and lung cancer 
(from coal smoke), i.e. those health outcomes for 
which the evidence for a link with IAP is consid-
ered conclusive.

In addition to direct health effects resulting from 
exposure to IAP, other health effects include burns 
and scalds from open fires and unsafe cooking 
arrangements and the risks from collecting fire-
wood, such as the risks of carrying heavy loads 
and dangers from mines, snakebites and violence 
(Bruce et al., 2006). 

As an indication of the extent of exposure to IAP 
in the world today, Table 1 shows the percentage of 
households using solid fuels and traditional stoves 
in 2003. Solid fuel use is high in all developing 
WHO subregions, with firewood being the most 
commonly used cooking fuel worldwide. Table 1 
also illustrates the differences between rural and 
urban areas, showing the significantly higher rates 
of solid fuel use in rural areas.

Women, young children and the elderly are par-
ticularly affected by IAP, as not only are they more 
exposed to it but they are also more vulnerable to 
its effects (Smith et al., 2000). WHO’s most recent 
estimates suggest that nearly 800 000 child deaths 
are attributable to this environmental risk fac-
tor. Moreover, IAP is responsible for an estimated 
511 000 deaths among women compared to only 
173 000 among men (WHO, 2006). Figures 1 and 
2 show the global distribution of these deaths, 
highlighting the high burden of mortality in sub-
Saharan Africa, South-East Asia and the Western 
Pacific region. 

Diseases caused by exposure to IAP are labelled 
diseases of poverty, because as people become 
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Table 1.	 Percentage of households using different types of solid fuels 

	 Solid fuel

	 Coal/lignite	 Charcoal	 Firewood	 Dung and 	
	 	 	 	 agricultural residues

WHO	 Urban	 Rural	 Urban	 Rural	 Urban	 Rural	 Urban	 Rural	
subregion	 (%)	 (%)	 (%)	 (%)	 (%)	 (%)	 (%)	 (%)

 AFR-D	2 .8	 0.6	1 6.2	 4.0	2 8.1	 41.0	 31.5	 49.5

 AFR-E	 8.8	1 .6	1 5.1	1 5.0	2 4.6	 57.9	 4.4	12 .1

 AMR-B	 0.7	 3.2	 0.5	2 .1	 3.0	 46.5	 0.6	 0.8

 AMR-D	 9.6	 0.1	11 .7	2 .2	 0.7	 66.8	2 .8	 6.2

 EMR-B	 0.7	 0.7	 0.0	 0.0	 0.1	 0.1	1 8.6	 51.1

 EMR-D	 0.4	 0.5	 0.5	1 .1	2 0.8	 47.8	1 .2	 8.8

 EUR-B	 0.4	 0.4	 0.1	 0.1	 4.6	 31.7	 0.7	1 .7

 EUR-C	 0.9	1 .1	 0.2	 0.4	 4.9	 6.0	 0.2	 0.0

 SEAR-B	 0.4	 0.0	2 5.7	 0.3	 0.0	 85.4	 0.0	 0.0

 SEAR-D	 3.5	1 .2	 7.2	1 .3	1 6.2	 71.1	1 .4	1 6.1

 WPR-B	 7.1	 3.3	12 .4	1 4.3	1 4.6	 44.5	1 .2	 4.6

AFR, African Region; AMR, Region of the Americas; EMR Eastern Mediterranean Region; EUR, European Region; SEAR, South-East Asia 
Region; WPR, Western Pacific Region. Mortality strata: A, very low child, very low adult; B, low child, low adult; C low child, high adult; D, 
high child, high adult; E, high child, very high adult.
Sources: For 49 countries – World Health Survey 2003; for 33 countries – other available sources; for remaining 36 developing and middle-
income countries – estimates based on modelled data.

more prosperous they tend to move up the energy 
ladder from dung, wood and charcoal towards  
liquefied petroleum gas (LPG), gas and electricity. 
The users of these cleaner, more efficient and more 
convenient energy sources are less prone to IAP-
related diseases (WHO, 2002). 

Considering the important disease burden associ-
ated with IAP, and the low socioeconomic status of 
the vulnerable population groups who bear most 
of this burden, it is crucial to address the disease 
and economic burden linked to the health impacts 
of exposure to IAP. Reducing exposure to IAP and 
improvements in household energy practices are 
expected to make important contributions to meet-
ing several of the Millennium Development Goals 
– food security and poverty reduction (Goal 1), 
gender equality and women’s empowerment (Goal 
3), reduced child mortality (Goal 4), improved 
maternal health (Goal 5), a reduction in infectious 
diseases including tuberculosis (Goal 6) and sus-
tainable development (Goal 7).

1.2	 Why economic analysis?
Economic analysis involves comparing the costs 
and consequences of different interventions, ena-
bling conclusions to be drawn about their relative 
efficiency. Several types of economic analysis are 
possible, covering cost description and cost analy-
sis, outcome description and outcome analysis, 
and economic evaluation (Drummond et al., 1997). 
Whereas cost studies examine the economic inputs 
to an intervention, and outcome studies examine 
the health or economic outcomes of an interven-
tion, economic evaluation examines both the costs 
and the outcomes resulting from the same inter-
vention. Only after a robust analysis of the costs 
and outcomes of a course of action can meaningful 
conclusions be drawn about economic efficiency.

Therefore, economic evaluation enables explicit 
and quantitative comparisons of the efficiency of 
interventions using a simple-to-interpret sum-
mary efficiency measure – cost per impact achieved 
– as the common outcome measure. Assuming that 
different economic evaluation studies use the same 
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methods for quantifying the cost-effectiveness or 
cost-benefit of different interventions, the effi-
ciency measure can be compared across analyses. 
This gives policy-makers in the public and private 
sectors a wealth of comparable data on which to 
base informed decisions. Also, equity and dis-
tributional issues can be explicitly considered in 
economic evaluation, as the beneficiaries of dif-
ferent interventions can be identified, and weights 
assigned to them depending on the equity objec-
tives of society. 

The results of economic evaluation can be used in 
a variety of ways:

•	 As a project analysis tool, to inform those choos-
ing between alternatives under consideration 
for large-scale projects.

•	 As a government policy-making tool, incorporat-
ing new cost-effective or cost-beneficial inter-
ventions into public policy or into government 
planning (and hence public service provision), 
or discontinuing cost-ineffective interventions.

•	 As a tool for assessing social impacts of inter-
ventions, by specifically identifying the sub-
populations that are gaining or losing, and 
shaping a policy or intervention to target identi-
fied groups.

Figure 1.	 Acute lower respiratory infections in children under five years due to indoor air pollution,  
	 by WHO region (year 2002)
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Figure 2.	 Chronic obstructive pulmonary disease in adults due to indoor air pollution,  
	 by WHO region (year 2002) 
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•	 As a decision tool for use by an implementing 
agency, such as a hospital, company or non-
governmental organization (NGO).

There are a range of players who are interested in 
using the results of economic evaluation. These 
include:

•	 Government departments, such as ministries, 
which are interested in using public money to 
provide free or subsidized services, or to pro-
mote private markets.

•	 NGOs, which largely exist to promote the social 
good, especially for members and population 
groups perceived as having unmet basic needs.

•	 Individual or institutional decision-makers, such as 
hospitals and other budget holders who wish to 
optimize resource allocation, or clinicians who 
are faced with various treatment options for a 
given disease.

•	 Private enterprises, which produce goods where 
there is demand and potential for profit.

•	 Individuals or consumers, who make purchase 
decisions based on their personal wealth (goods, 
money), their trading or purchase opportunities, 
and their perception of needs.

•	 External donors, which may include bilateral 
government agencies, multilateral agencies, and 
international NGOs.

An economic analysis of the problem of household 
energy, IAP and health can be applied to address 
some of the following issues. As governments seek 
areas of intervention where the social rates of return 
are high, economic evaluation can be used to jus-
tify the introduction of efficient new interventions, 
or the withdrawal of inefficient current interven-
tions. This type of analysis is supported by most 
of the existing economic evaluation guidelines, 
and is termed “incremental analysis” (Drummond 
& Jefferson, 1996; Weinstein et al., 1996). On the 
one hand, there may be a new intervention, such 
as a modern processed biomass fuel (e.g. ethanol 
or plant oils), which promises great benefit at a 
low cost. Economic evaluation potentially acts as 
a promotional tool for getting new interventions 
accepted and into policy. On the other hand, there 
may be a government subsidy supporting an inter-
vention that is known to be very costly but with 
limited benefits to society or specific segments 
of society. For example, the Government of India 

invests heavily in subsidizing LPG, a policy that has 
failed to reach the poor for whom it was introduced 
(Gangopadhyay et al., 2005). Economic evalua-
tion potentially helps to quantify the inefficiency 
of such government subsidies, and contributes to 
policy change.

A different type of economic analysis evaluates all 
potential interventions in terms of their economic 
efficiency, compared with a baseline of no interven-
tion. The resulting benefit–cost ratios inform the 
analyst as to which mix of interventions is opti-
mal. Assuming resources currently employed for 
the existing set of interventions can be reallocated, 
this type of analysis maximizes the benefit to soci-
ety with a given level of resource input. While such 
reallocations are rarely possible in the short run, 
government policy and resource allocation deci-
sions could be defined so as to move towards this 
mix of interventions. The name commonly given 
to this type of analysis is “average analysis”, and it 
has been described by WHO as “sectoral analysis” 
in its generalized guidelines on cost–effectiveness 
analysis (Murray et al., 2000; Baltussen, 2002; Tan-
Torres Edejer et al., 2003). As argued by WHO, it is 
important to understand not only the efficiency of 
new options, but also that of the current options, 
in order to choose (or move towards) the opti-
mal mix of interventions. Furthermore, evaluat-
ing intervention efficiency against a “do nothing” 
alternative increases the transferability of results. 
However, there are various methodological and 
data challenges to sectoral analysis. One disadvan-
tage is that decision-makers faced with resource 
allocation decisions are more interested in the 
incremental impact of discrete changes in budget 
allocations, given that they are rarely in a position 
to reallocate all current resource uses. 

1.3	 Types of economic analysis
There are two principal types of economic evalu-
ation: cost–benefit analysis (CBA) and cost– 
effectiveness analysis (CEA) (Drummond et al., 
1997). The major difference between CBA and CEA 
is the unit of measure of the intervention outcome. 
In the field of health evaluation, CEA measures 
the benefits of health interventions in health units. 
Cost–utility analysis (CUA) represents a subtype 
of CEA that measures health outcomes in generic 
terms to allow comparability between health inter-
ventions addressing different health outcomes. 
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Cost–benefit analysis, on the other hand, values all 
the outcomes of interventions in monetary terms. 
This gives three types of ratio:

•	 Cost–effectiveness ratio: health effect (lives saved 
or cases averted) per currency unit spent.

•	 Cost–utility ratio: health effect (healthy life-years 
gained, DALYs averted, quality-adjusted life-
years gained) per currency unit spent.

•	 Benefit–cost ratio: monetary or welfare benefit 
per currency unit spent.

CEA and CUA are concerned mainly with the 
health sector perspective and therefore include only 
benefits directly linked to health improvements 
(Gold et al., 1996). The narrowly construed cost– 
effectiveness framework is suitable, for example, 
when evaluating the efficiency of programmes of 
vaccination against measles or antibiotic-treatment 
of pneumonia. Yet, for interventions that have many 
different health and non-health impacts, such as 
household energy and health interventions, the 
cost–effectiveness framework is not appropriate 
as it risks excluding some important benefits. For 
example, a cost–benefit study on interventions to 
improve water supply and sanitation quantified and 
valued selected non-health benefits, and compared 
these with intervention costs (Hutton & Haller, 
2004). One important conclusion of the study was 
that non-health related benefits, such as time sav-
ings, make a substantial contribution to the overall 
economic benefits, thus justifying a broader cross-
sectoral analysis. Moreover, household energy 
and health interventions are rarely financed and 
realized by the health sector and their implementa-
tion may primarily be motivated by the concerns 
of sectors other than health, such as deforestation 
(environment sector), soil erosion (agricultural 
sector) and poverty eradication (economic sector). 
Hence, when considering household energy and 
health interventions, it is relevant to evaluate the 
costs and benefits comprehensively in a social CBA 
framework (Layard, 1972). Alternatively, for deci-
sion-making within the health sector, CEA is more 
straightforward and less controversial in terms of 
measuring health impacts in health units rather 
than in monetary units.

1.4	 Outputs of cost–benefit analysis
The goal of CBA is to identify whether the bene-
fits of an intervention exceed its costs. A positive 

net social benefit indicates that an intervention is 
worthwhile from an economic perspective. How-
ever, as public funds are limited, some ranking of 
the alternatives is necessary to enable decision-
makers to choose the interventions that have the 
highest return on investment and/or bring the 
greatest benefit to target populations. Therefore, 
the primary output of a CBA is:

•	 The benefit–cost ratio (BCR), which shows the 
factor by which economic benefits exceed the 
economic costs.

However, the ratio itself is not the only information 
of interest to decision-makers, who may also wish 
to know how quickly the investment will be paid 
back, the attractiveness of the investment com-
pared to placing the funds in a bank and earning 
interest, and so on. Therefore, the following sum-
mary measures are important additional outputs of 
a CBA, and can help make the case for investment 
in interventions to reduce population exposure to 
IAP (see also chapter 8):

•	 The economic internal rate of return (EIRR) shows 
the return on investment of the intervention, 
which is the discount rate at which the future 
expected stream of benefits equals the future 
expected stream of costs. 

•	 The net present value (NPV) shows the net mone-
tary or welfare gain that can be expected from 
the intervention in currency units of the base 
period (start of project).

•	 The break-even point shows the time period after 
which the economic benefits from an interven-
tion will equal the resources invested in the 
intervention.

In addition to these summary outputs of CBA, 
the component parts themselves, such as cost or 
outcome data, can be used for decision-making. 
For example, a comparative cost analysis of a stove 
manufacture and distribution programme in several 
regions of a country would enable conclusions to be 
drawn about which ones perform better and why. 
An economic costing also contributes to price/tariff 
setting for public services, and to allocation of gov-
ernment budgets. Furthermore, the financial view-
point can be presented by disaggregating cost and 
outcome data into financial impact versus purely 
economic impact. The next section elaborates on 
the distinction between economic and financial 
analysis.
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1.5	 Economic versus financial analysis
As alluded to above, the distinction between eco-
nomic and financial analysis is important. The 
major differences are summarized in Table 2. 

Financial analysis is generally the assessment of 
income, expenditure, cash flows, profit and end-of-
period balance (balance sheet). Financial analysis 
of an intervention therefore estimates the finan-
cial impact of the intervention on the implement-
ing agency, or those financially affected. Economic 
analysis, on the other hand, ultimately measures 
the impact of an intervention on the country’s 
economy, and considers overall resource uses and 
consequences, based on the premise that resources 
are scarce.

In economics, a resource is defined as being an 
object that has economic value. Economic value is 
understood as the opportunity cost of a resource 
– “opportunity” in the sense that if a resource is 
not employed for one use, it has an alternative use 
which also brings welfare gains. These welfare 
gains are not necessarily financial returns in the 
narrow sense – they may be health gains, a reduc-
tion in pollution, or higher standards of living, 
for which appropriate valuation methods must be  
chosen. Taxes, subsidies, penalties and financial 
sanctions have no economic value, given that they 

only reflect transfer, not use, of resources. For this 
reason, they are excluded from the analysis. How-
ever, in a distributional assessment of an inter-
vention, the losses and gains by different groups 
should appear, in order to address equity issues.

1.6	 Constraints on and opportunities for 
economic analysis

Indoor air pollution has received relatively little 
attention from researchers examining the econo-
mic efficiency of household energy, public health 
or lifestyle change interventions. One possible 
explanation is that changing exposure to IAP is an 
intervention that spans several sectors, and is on 
the fringe of health sector activities. Also, IAP and 
its negative health effects is a problem that mainly 
affects the developing world. Given the 90/10 gap 
described by the Global Forum for Health Research 
(i.e. globally 90% of research resources are spent 
on the health problems of 10% of the world’s popu-
lation), it is hardly surprising that this area is seve-
rely under-researched (Global Forum for Health 
Research, 1999). 

Furthermore, although the health sector has a 
responsibility for raising awareness about the 
health impacts of IAP and for promoting inter- 
ventions to reduce exposure, the main economic 

Table 2.	 Differences between financial and economic analysis

Variable	 Financial analysis	 Economic analysis

Outputs of 	 Income; expenditure; cash flow; profit; 	B enefit–cost ratio; internal economic rate of return; 	
interest	 end-of-period balance; internal financial rate of 	 net present value. 
	 return; net present financial value.

Costs	A ll financial outlays, present or future, which 	A ll uses of resources, present or future, which have 
	 have a monetary cost.	 an economic (“opportunity”) cost.

	E xamples include actual monetary payments for 	E xamples include the use of scarce human resources, 
	 human resources, materials, or infrastructure.	 infrastructure that has alternative uses, and donated 
		  goods.

	V aluation of future expenditures is at present 	V aluation of future expenditures is at present value 
	 value using market interest rates.	 using a discount rate that reflects social time  
		  preference.a

Consequences 	 All financial consequences of a given	A ll resource consequences associated with a given	
or outcomes	 intervention, including further associated 	 intervention, including the freeing up of spare capacity 
	 expenditures, cost savings or revenues.	 for alternative uses, improvements in qualitative  
		  indicators, and economic value of resource savings.

a	S ocial time preference is defined as the value society attaches to present, as opposed to future, consumption. The social time preference 
rate (STPR) is used for discounting future benefits and costs, and is based on comparisons of utility across different points in time or 
different generations.
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evaluation tool of choice of health policy-makers is 
CEA as their objective is to maximize the population’s 
health for a given budget. The question of broader 
economic efficiency, as addressed through CBA, 
is not a central concern of health policy-makers 
(Hutton, 2000). 

The number of published economic studies on 
household energy and health is very small (Haber-
mehl, 1999; Larson & Rosen, 2002; Dhanapala, 
2003; Larsen, 2004; Tse et al. 2004; Wyon, 2004). 
One study, conducted as part of WHO’s work on 
generalized CEA, examines the health benefits of 
interventions to reduce IAP from solid fuel use. It 
presents cost per healthy year gained for impro-
ving access to cleaner fuels alone (propane/LPG, 
paraffin/kerosene), improved stoves alone, and 
cleaner fuels and improved stoves combined 
(Mehta & Shahpar, 2004). However, as noted by 
various reviewers, assessment of environmental 
health interventions with broader effects needs 
to incorporate benefits beyond the direct health 
improvement into standard economic evaluations, 

including time savings, reduction of pressure on 
natural resources, and convenience (Hutton, 2000; 
Smith, 2002; Hutton et al., 2006; WHO, 2006). In 
its publication Fuel for life: household energy and 
health (WHO, 2006), WHO draws on a global 
cost–benefit study on household energy and health 
interventions (Hutton et al., 2006) to conclude that 
investing in household energy pays off.

1.7	 Overview of the guidelines
Chapter 2 introduces the framework and main 
stages for conducting a CBA. Chapter 3 provides 
guidance on how to select the household energy 
and health interventions to be evaluated. Chap-
ter 4 details how to choose the boundaries for the 
analysis. Chapter 5 describes the approach to cost 
estimation and chapter 6 the approach to impact 
estimation.� Chapter 7 explores how to deal with 
uncertainty. Chapter 8 advises which results are 
most useful in a presentation, and chapter 9 con-
cludes. 

�	 The term “impact” is used instead of “benefit” because some 
of the effects of the intervention may be negative or have 
associated costs requiring calculation of net impact.
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2. Cost–benefit framework

Guidelines on economic evaluation have been 
available since the late 1960s, when CBA 

became a routine part of development project 
appraisal by the World Bank and bilateral govern-
ment donors with the publication of two major 
reference guidelines for the economic appraisal 
of development projects (Little & Mirrlees, 1968; 
United Nations Industrial Development Organiza-
tion, 1972). Since then, other reference works have 
become available which further develop and clarify 
the basic economic evaluation framework (Little 
& Mirrlees, 1968; Dasgupta, 1970; Layard, 1972; 
United Nations Industrial Development Organiza-
tion, 1972; Little & Mirrlees, 1974; Mishan, 1975; 
Sugden & Williams, 1978; Pearce & Nash, 1981; 
Asian Development Bank, 1997; MacArthur, 1997). 
Guidelines on economic evaluation have also been 
produced for specific sectors, covering health 
(Levin, 1983; Philips et al., 1993; Rovira, 1994; 
Gold et al., 1996; McGuire et al., 1989; Johannes-
son, 1996; Drummond et al., 1997; Preker et al., 
1997; Drummond & McGuire, 2001; Tan-Torres 
Edejer et al., 2003), water supply (Asian Develop-
ment Bank, 1999), agriculture (Gittinger, 1984) 
and the environment (Hanley & Spash, 1993; Field, 
1997; Organisation for Economic Cooperation and 
Development, 1995; Postle, 1997). In addition, 
there is an increasing number of costing guidelines 
which detail specific applications of costing, espe-
cially in the field of health care (WHO, 1979; WHO, 
1988; Creese & Parker, 1994; Pepperall et al., 1994; 
Baladi, 1996; Luce et al., 1996; Sawert, 1996; WHO, 
1998; Kumaranayake et al., 2000; Johns et al., 2002; 
Hutton & Baltussen, 2005).

The health sector is one sector where economic 
evaluation has been widely applied, with a large 
increase in published studies occurring in the late 
1980s and early 1990s (Elixhauser et al., 1993). 
Following the publication in 1987 of a textbook 
by Drummond et al. entitled Economic evaluation 
of health care programmes (Drummond et al., 1987; 

Drummond et al., 1997) there was already a com-
monly agreed economic evaluation framework. The 
publication of the textbook Cost–effectiveness analy-
sis in health and medicine by Gold et al. in 1996 was 
another important contribution to the application 
of economic evaluation in the field of health. In the 
mid-1990s two important sets of journal publica-
tions appeared, based on the two above-mentioned 
textbooks, whose aim was to set norms and stan-
dards for economic submissions to academic jour-
nals (Drummond & Jefferson, 1996; Weinstein et 
al., 1996). More recently, WHO has published its 
own guidelines, which describe what is termed 
“generalized CEA” – a common approach for the 
global application of CEA to health interventions 
(Tan-Torres Edejer et al., 2003).

The general framework of economic evaluation, 
with a specific application to health interventions, 
is best summarized by the 10-point checklist pro-
posed by Drummond et al. (Figure 3). The check-
list contains the 10 essential questions that should 
be answered by an economic evaluation study in 
the health domain. The checklist reflects the gene-
ral consensus of the health economics community 
at the time of publication.

Given the wide applicability of this economic  
evaluation checklist, the text below describes some 
of the main points to be considered under each 
question with reference to the chapter or section in 
which each point is further addressed in the pre-
sent guidelines.

Question 1. Was a well-defined question posed 
in answerable form?
•	 The economic importance of the research ques-

tion should be outlined.

•	 The hypothesis being tested, or question being 
addressed, in the economic evaluation should be 
clearly stated and justified. 
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Figure 3. The economic evaluation framework – a 10-point checklist 

	 1.	 Was a well-defined question posed in answerable form?

	 2.	 Was a comprehensive description of the competing alternatives given?

	 3.	 Was the effectiveness of the programmes or services established?

	 4.	 Were all the important and relevant costs and consequences for each alternative identified?

	 5.	 Were costs and consequences measured accurately in appropriate physical units?

	 6.	 Were costs and consequences valued credibly?

	 7.	 Were costs and consequences adjusted for differential timing?

	 8.	 Was an incremental analysis of costs and consequences of alternatives performed?

	 9.	 Was allowance made for uncertainty in the estimates of costs and consequences?

	 10.	D id the presentation and discussion of study results include all issues of concern to users?

Source: Drummond et al. (1997). 

•	 The viewpoint(s) – for example, health system, 
patient, consumer, society – used for the analy-
sis should be clearly stated and justified.

•	 The form(s) of evaluation used – for example, 
cost–minimization analysis (CMA), CBA, CEA 
or cost–utility analysis (CUA) – should be stated 
and justified.

It is crucial for a policy-relevant analysis to ask the 
right questions, as these set the framework for the 
entire analysis. This requires identification of the 
feasible alternatives in the policy context – inclu-
ding all those interventions that are affordable, 
technologically appropriate and culturally accept-
able. Therefore, the analysis should ideally com-
pare feasible policies and interventions that could 
be implemented in a timeframe of 5–10 years.  
Furthermore, the analysis should cover both the 
costs and impacts of the interventions, and place 
them in a specific decision-making context. 

n	 This question is dealt with in chapter 3 “Choos-
ing alternative interventions to evaluate”.

Question 2. Was a comprehensive description of 
the competing alternatives given?
•	 The alternative interventions should be described 

in sufficient detail to enable the reader to assess 
their relevance to a different setting or context 
– that is: who did what, to whom, where, and 
how often.

Once the interventions to be compared have been 
chosen, it is important to make available a full 
description of each technological solution and its 

implementation. All relevant and feasible alter-
natives must be included and the option of the 
no-action alternative should not be overlooked. 
Knowledge of intervention design is important 
for policy-makers, researchers or implementers 
to assess the relevance and generalizability of the 
results of economic analysis to different settings. 
This will also enable them to adapt the interven-
tion to different conditions.

n	 This question is also dealt with in chapter 3 
“Choosing alternative interventions to evaluate”.

Question 3. Was the effectiveness of the 
programmes or services established?
•	 If the economic evaluation is based on a single 

effectiveness or impact study, such as a clinical 
trial, details of the design and results should be 
given – for example, selection of study popula-
tion, method of allocation of subjects, analysis 
according to intention to treat, and effect size 
with confidence intervals.

•	 If the economic evaluation is based on an over-
view or meta-analysis of a number of effec-
tiveness studies, details should be given of the 
method of synthesis or meta-analysis of the  
evidence – for example, search strategy and  
criteria for inclusion of studies.

•	 Justification should be given for the choice of the 
model and the key parameters.

The starting point for an economic evaluation 
study that measures intervention efficiency is to 
have available proof of the effectiveness of the cho-
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sen interventions. If a new intervention option has 
no beneficial effect or impact, it does not make 
sense to conduct a study to assess its efficiency. If a 
new intervention option is known to have the same 
effectiveness as the currently employed strategy, a 
cost-comparison study may be relevant to investi-
gate whether the new intervention is less costly, 
and justifies an economic evaluation study. 

There are many challenges to establishing the 
effectiveness of health-related interventions. Con-
trolled studies of adequate sample size are required 
to ensure that intervention benefits are related to 
the intervention itself and not the result of diffe-
rences in contextual factors. Hence, the starting 
point of any economic evaluation should be “Is 
there adequate scientific evidence to indicate an 
intervention effect?” followed by “What is the 
magnitude of the effect?” Traditionally, the best 
source of information on intervention effectiveness 
is a randomized controlled trial (RCT), assuming it 
is a pragmatic trial reflecting real-world conditions. 
In the absence of an RCT, however, it is accepta-
ble to draw on other types of study design, such 
as case–control or cohort studies. When doing so, 
scientific validity should be examined closely, and 
results interpreted accordingly. When a model is 
used to predict epidemiological outcomes beyond 
observed end-points, justification and references 
should be provided. 

n	 This question is dealt with in chapter 3 “Choos-
ing alternative interventions to evaluate” and 
chapter 6 “Impact estimation”.

Question 4. Were all the important and relevant 
costs and consequences for each alternative 
identified?
•	 The full range of costs and consequences should 

be presented, before a justified choice is pre-
sented for the inclusion of the most relevant 
ones.

•	 Immediate or direct effects and secondary or 
indirect effects should be clearly distinguished. 
If changes in productivity (indirect benefits) are 
included they should be reported and discussed 
separately.

•	 Costs and consequences excluded from the base-
case scenario could be included in the scenario 
analysis.

Once the effectiveness of the chosen interventions 
is established, the boundaries of the analysis must 
be defined. Depending on the nature of the inter-
vention, there may be numerous different resource 
inputs, as well as a wide range of consequences or 
impacts. The intervention impacts can change in 
size and nature over time because there may be fur-
ther knock-on or secondary effects associated with 
the intervention’s immediate effects. Therefore, it is 
crucial to determine at the start of the analysis what 
the likely inputs and impacts are, who they fall on, 
which of them should be measured, and over what 
time period. The choice of whether to include or 
exclude costs and benefits should take into account 
the requirement that little or no bias should be intro-
duced. The boundaries should reflect the research 
question(s) and specific nature of the interven-
tions. However, it should be recognized that there 
are (research) cost implications of carrying out the 
analysis with different boundaries.

n	 This question is dealt with in chapter 4 “Bound-
aries of the cost–benefit analysis”, and chapter 5, 
section 5.1 and chapter 6, section 6.1 relating to 
costs and impacts, respectively.

Question 5. Were costs and consequences 
measured accurately in appropriate physical 
units?
•	 The primary outcome measure(s) for the eco-

nomic evaluation should be clearly stated 
– for example, cases detected, life years, quality-
adjusted life years (QALYs), DALYs, willingness 
to pay.

•	 Intervention impacts with economic conse-
quences should be measured in appropriate 
physical units, in preparation for the valuation 
in monetary units.

•	 Methods for the estimation of quantities of unit 
costs should be given.

Once the exact items for measurement have been 
identified, the measurement process should be 
defined so as to capture the resource inputs and 
consequences appropriately. This is an important 
first step in estimating economic value, as these 
resource impacts form the basis for later valuation 
(see Question 6). Furthermore, the presentation of 
results in physical units enables simple recalcula-
tion based on different prices and input mixes that 
occur in other contexts. The assumptions that are 
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made at this stage should be clearly stated and may 
be subject to later sensitivity analysis.

n	 This question is dealt with in chapter 5, section 
5.3 and chapter 6, section 6.3 relating to costs 
and impacts, respectively.

Question 6. Were costs and consequences 
valued credibly?
•	 Methods for the estimation of prices of unit costs 

should be given.

•	 Adjustments to observed market or non-market 
prices should be justified.

•	 The currency values (exchange rates) and prices 
of goods and services that applied on the date 
on which they were obtained should be recorded 
and details of any adjustment for inflation, or 
currency conversion, given. 

•	 Details should be given of the methods used in 
the valuation of consequences – for example, time 
trade-off, standard gamble,� contingent valua-
tion – and the subjects for whom valuations were 
obtained – for example, patients, members of the 
general public or health-care professionals.

As described in the introductory chapter of these 
guidelines, resources used or affected by an inter-
vention are valued in order to reflect the overall 
economic impact of the intervention. Therefore, it 
is important to justify and state the sources of the 
economic values for resources that are used. Where 
market or government prices have been adjusted, 
or where economic values have been computed 
from other data sources, the rationale and approach 
should be described.

n	 This question is dealt with in chapter 5, section 
5.4 and chapter 6, section 6.4 relating to costs 
and impacts, respectively.

Question 7. Were costs and consequences 
adjusted for differential timing?
•	 The time horizon over which costs and benefits 

are considered should be reported.

�	 A method to elicit preferences which measures the risk a 
person is willing to take in a trade-off between potentially 
enhanced quality of life (i.e. being cured) and a defined pos-
sibility that the treatment will be fatal. The standard gamble 
is the main tool used for health state preference measure-
ment.

•	 The discount rate(s) should be stated and the 
choice of rate(s) justified.

•	 If costs or benefits are not discounted an expla-
nation should be given. 

Future costs and impacts should be adjusted to 
reflect the values society places on resources over 
time. The existence of interest rates testifies to the 
fact that a unit of currency is worth more now than 
at any point in the future, a phenomenon known 
as “time preference”. On the one hand, time pre-
ference can be related to the fact that people prefer 
consumption now to consumption in the future 
(termed “the pure rate of time preference”). On the 
other hand, people may expect their real incomes 
to grow over time, and thus the nominal value of 
money declines as income grows. People may also 
prefer consumption in the present due to the pos-
sibility of premature death or the advancement of 
technology which makes goods obsolete over time. 
Therefore, future costs and impacts should be  
discounted by an appropriate discount rate to 
the present time period, using a rate that reflects 
society’s time preference.

n	 This question is dealt with in chapter 5, section 
5.4 and chapter 6, section 6.4 relating to costs 
and impacts, respectively.

Question 8. Was an incremental analysis of costs 
and consequences of alternatives performed?
•	 An incremental analysis – for example, incre-

mental cost per life year gained – should be 
reported, comparing the relevant alternatives.

Policy-makers face a limited range of interventions 
that can be financed, and rarely (if ever) do they 
have the opportunity to completely reallocate sector 
budgets. Consequently, it is relevant to present what 
is called an “incremental benefit–cost ratio”. This 
ratio compares the costs and impacts under the cur-
rent set of interventions with the costs and impacts 
expected under alternative sets of interventions. This 
information gives the policy-maker an indication of 
where to reduce or increase budget allocations.

n	 This question is dealt with in chapter 3 “Choos-
ing alternative interventions to evaluate” and 
chapter 8 “Presentation and interpretation”.

2. Cost–benefit framework
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Question 9. Was allowance made for uncertainty 
in the estimates of costs and consequences?
•	 Details should be given of any modelling used 

in the economic study – for example, a decision 
tree model or regression model. 

•	 When stochastic data are reported, information 
should be provided regarding the statistical tests 
performed and the confidence intervals around 
the main variables.

•	 The approach of any sensitivity analysis should 
be clearly reflected – for example, multivariate, 
univariate, threshold analysis – and justification 
given for the choice of variables and the ranges 
over which they are varied.

Cost–benefit analysis is full of uncertainty, given 
the often hypothetical nature of the costs and 
impacts of the new interventions being consi-
dered, and the measurement error that exists in 
assessing the costs and impacts of existing inter-
ventions. Therefore, the types and levels of uncer-
tainty need to be identified, and the variables with 
a major influence on overall results pinpointed to 
enable uncertainty analysis to be conducted. This 
usually involves the presentation of the results of 
the cost–benefit analysis under alternative data 
inputs for included variables, as well as choice of 
different boundaries (e.g. inclusion or exclusion of 
variables). The resulting ranges in the benefit–cost 
ratio indicate the level of confidence in the base-
case or point benefit–cost ratio. Where variables 
have stochastic variation, a confidence interval can 
be presented for the benefit–cost ratio, for example 
reflecting a 95% confidence range.

n	 This question is dealt with in chapter 7 “Dealing 
with uncertainty”.

Question 10. Did the presentation and discussion 
of study results include all issues of concern to 
users?
•	 The answer to the original study question 

should be given; any conclusions drawn should 
follow clearly from the data reported and should 
be accompanied by appropriate qualifications or 
reservations. 

•	 Important outcomes – for example, impact on 
quality of life – should be presented in an aggre-
gated as well as a disaggregated form.

•	 Quantities of resources should be reported 
separately from the prices (unit costs) of those 
resources.

•	 Any comparison with other health interventions 
– for example, in terms of relative cost–benefit 
– should be made only when close similarity 
in study methods and contexts can be demon-
strated.

•	 Accompanying data should be provided to aid 
interpretation of results in the study context and 
to allow for generalizability to other decision-
making contexts.

How results are presented and interpreted is cru-
cial to the usefulness and use of a CBA. Decision-
makers usually demand summary measures of 
cost and impact, accompanied by relevant qualifi-
cations, such as confidence ranges on the benefit–
cost ratio, that allow them to interpret the figures 
appropriately. Policy-makers need to be confident 
that the analysis was conducted objectively and 
with minimum bias or risk of misleading conclu-
sions. Furthermore, comparison with the results 
of similar studies, further data analyses and other 
background information on implementation issues 
may be required to aid interpretation of the results, 
and to place them in a decision-making context.

n	 This question is dealt with in chapter 8 “Presen-
tation and interpretation of results”.

To summarize, Figure 4 presents the sequence for 
conducting a CBA, from formulating the policy 
question, through defining and executing the 
analytical framework for the conduct of a CBA, to 
the contribution of the results to a policy decision. 
Figure 4 does not show the feedback loop following 
the resource allocation decision or policy change 
associated with the initial CBA. This feedback 
loop, via programme monitoring and evaluation, 
helps define new research questions and provides 
better data for subsequent CBAs. 
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Figure 4.	 Step-by-step approach to cost–benefit analysis, from formulating a policy question to  
	 making a policy decision

Policy question

Study question and study design

Intervention description

Cost estimation	 Impact estimation
•	I dentification and choice of costs	 •	I dentification and choice of impacts
•	 Quantification of costs	 •	 Quantification of impacts
•	V aluation of costs	 •	V aluation of impacts
•	A djustment for differential timing	 •	A djustment for differential timing
•	 Quantifying uncertainty in costs	 •	 Quantifying uncertainty in impacts

Benefit–cost ratio

Assessment of impact of uncertainty

Analysis, presentation, interpretation

Decision-making process

Decision

Information on  
contextual factors

Other factors affecting  
the decision
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3. Choosing interventions

3.1	 Policy-relevant alternatives

To maximize the policy relevance of CBA, the 
alternative interventions selected should reflect 

realistic policy options for the study setting. Policy 
options include interventions that can be sup-
ported through public policy and public resources, 
and interventions that are available and feasible 
for implementation through the nongovernmental 
sector (NGOs or private companies), and suitable 
for private decisions of households and communi-
ties. 

Policy-relevant household energy interventions for 
reducing exposure to IAP in developing countries 
are listed in Table 3. 

Interventions use three main approaches: (1) modi-
fying the source of the pollution; (2) altering the 
living environment; and (3) changing user beha-
viour (Bruce et al., 2006). It is recognized that the 
placement of the interventions in one of the three 
categories can be difficult, as some interventions 
can easily be included under more than one cate-
gory.� In the absence of a published alternative, the 
present categorization is adopted for the purposes 
of these guidelines.

Table 3 illustrates the numerous intervention 
options. Evaluating all of them in any one setting 
would be inappropriate. Therefore, the relevance 
of each intervention option for the setting of a 
given intervention programme should be assessed 
according to the following criteria:

•	 Relevance and appropriateness. This covers issues 
such as cultural acceptability, technical feasi-
bility (e.g. amenability to altering or renew-
ing buildings), availability of resources (such 
as electricity and LPG) and affordability. The 

�	 For example, efficient housing could equally fall under liv-
ing environment; pre-cooked food could instead be included 
with reduced need for fire; and solar water heating could be 
classified as different fuel/stove combinations.

selection of an intervention in the analysis can 
also reflect future potential, such as biofuels,� or 
targeting of specific groups, such as poor house-
holds, as was done in the global CBA conducted 
by WHO (Hutton et al., 2006).

•	 Availability of evidence. Limited evidence on the 
costs or the impacts of a given intervention may 
disqualify the intervention from evaluation. For 
some options, no documented evidence from 
local studies or international sources may exist, 
suggesting the need for further research. The 
reader is referred to scientific evidence on the 
effectiveness of different interventions (Bruce et 
al., 2000; Bruce et al., 2006) and encouraged to 
conduct further literature searches.

•	 Level of analysis. When conducting CBA at dif-
ferent levels of population aggregation, the 
interventions will be specified at different levels 
of detail. On the one hand, a global or country-
level analysis may simply examine the conse-
quences of switching from traditional to cleaner 
fuel sources, giving a population average in the 
resulting ratios (Hutton et al., 2006). On the 
other hand, when a locality is selected within a 
country, the patterns of fuel use of specific sub-
populations can be identified and interventions 
modelled accordingly. Therefore, the scale is 
linked to the boundaries set for the analysis.

Furthermore, the incremental costs and impacts 
of a given intervention depend on the current  
scenario, and on its potential combination with 
other interventions. It is important to recognize 

�	 A biofuel is any processed fuel in gas or liquid form derived 
from biomass, especially plant biomass and treated munici-
pal and industrial wastes. A longer list of possible sources of 
biofuel includes wood, wood waste, wood liquors, peat, rail-
road ties, wood sludge, plant oils, spent sulfite liquors, agri-
cultural waste, straw, tyres, fish oils, tall oil, sludge waste, 
waste alcohol, municipal solid waste, landfill gases, other 
waste and ethanol blended into motor gasoline. Ethanol and 
methanol are two well-known and widely used biofuels.
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that the impacts of two interventions implemented 
jointly are not simply additive, nor are the costs, 
such as in the case of joint production (sharing of 
resource inputs between two or more interven-
tions) (Tan-Torres Edejer et al., 2003). For example, 
Mehta & Shahpar assessed the cost–effectiveness 
of fuel source changes (LPG or kerosene) alone, 
improved stoves alone, as well as of the combina-
tion of fuel source changes and improved stoves 
(Mehta & Shahpar, 2004). These options can not 
only be compared with a no-intervention scenario, 
but the various options can also be compared with 
each other. This is especially useful with respect to 
changes in fuel use because there may be a partial 
substitution of fuels for different household tasks 
and a gradual move up the energy ladder towards 
cleaner and more efficient fuels as households 
become richer (incremental change with income 
growth). This gives rise to a possible expansion 
path, as more expensive but more effective inter-
ventions become options for households (Tan-
Torres Edejer et al., 2003). It is therefore most useful 
for policy-makers to have the results of the CBA for 
interventions in combination as well as alone. 

In addition to a “business as usual” alternative, the 
WHO generalized CEA guidelines recommend the 

inclusion of the counterfactual (or null) scenario 
which essentially requires the modelling of costs 
and effects if no intervention were in place (Tan-
Torres Edejer et al., 2003). In the health field, this 
type of analysis is theoretically possible and prac-
ticable, although it requires assumptions about the 
levels of disease that would be observed following 
a complete withdrawal of the current set of health 
interventions. In the area of household energy, 
the obvious counterfactual scenario is 100% solid 
fuel use on open fires or traditional stoves with no 
ventilation and no steps being taken to reduce IAP 
exposure. This is in fact the situation in a significant 
proportion of households in developing countries, 
and hence facilitates inclusion of the counterfactual 
scenario in the analysis.

3.2	 Description of interventions
One element of a well-conducted economic  
evaluation is to provide a clear and detailed descrip-
tion of the alternative interventions assessed. This 
provides a firm foundation for the identification of 
the full range of possible intervention costs and 
impacts (internal validity). A detailed descrip-
tion also increases the replicability of the analy-

Table 3.	 Household energy interventions to reduce exposure to indoor air pollution

Changing the source of pollution	 Improving the living environment	 Modifying user behaviour

Improved cooking devices
•	Improved stoves without flues
•	Improved stoves with flues

Alternative fuel–cooker combinations
•	Briquettes and pellets
•	Kerosene
•	Liquefied petroleum gas
•	Biogas
•	Natural gas
•	Producer gas
•	Solar cookers
•	Modern biofuels (e.g. methanol, ethanol, 
	 plant oils)
•	Electricity

Reduced need for fire
•	Retained heat cooker (haybox)
•	Efficient housing design and construction
•	Solar water heating
•	Pressure cooker

Improved ventilation
•	Smoke hoods
•	Eaves spaces
•	Windows

Kitchen design and placement 
of the stove
•	Kitchen separate from house 
	 reduces exposure of family 
	 (less so for cook)
•	Stove at waist height reduces 
	 direct exposure of the cook 
	 leaning over fire	

Reduced exposure by 
changing cooking practices
•	Fuel drying
•	Pot lids to conserve heat
•	Food preparation to reduce 
	 cooking time (e.g. soaking 
	 beans)
•	Good maintenance of stoves, 
	 chimneys and other appliances

Reduced exposure by 
avoiding smoke
•	Keeping children away from 	
	 smoke (e.g. in another room if 	
	 available and safe to do so)

Source: extracted from Bruce et al. (2006).
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sis, and allows the reader to compare the methods 
and results with those of similar studies (external 
validity). 

What is a sufficiently detailed description of the 
intervention alternatives? Taking the example of the 
medical literature, economists are encouraged to 
describe health interventions in the following way: 
“who does what to whom, and how often?” (Drum-
mond & Jefferson, 1996; Drummond et al., 1997):

•	 The “who?” refers to the intervener, whether it 
is a physician, a community health worker, the 
ministry of health, energy or environment, a 
nongovernmental agency, a private company or 
a combination of these. 

•	 The “does what?” refers to the action of the inter-
vener, and what service is provided to the client 
(e.g. LPG cylinder and stove), or what change 
of conditions the client eventually benefits from 
(e.g. a microcredit scheme that enables poor 
households to purchase LPG). It also describes 
the place of action of the intervention, whether 
it is the home, the community or the workplace. 

•	 The “to whom?” refers to the person or people 
directly or indirectly affected by the interven-
tion. Clearly the major impact in most cases is on 
those directly affected by IAP, such as women 
and young children living in polluted homes. In 
some cases, however, a community effect (such 
as a company that manufactures improved 
stoves creating new jobs) or an indirect effect 
(such as when the health of one person affects 
the actions of another, such as the ability to work 
or attend school), must also be captured.

•	 The “how often?” refers to the repeated nature of 
the intervention (e.g. monthly fuel purchase) or 
its impacts (e.g. prevention of repeated episodes 
of pneumonia in young children). It recognizes 
that the intervention or its impacts continue dur-
ing a specified period (e.g. a well-constructed 
improved stove may last 10 years) or indefi-
nitely.

Each of these questions needs to be considered for 
every intervention included in the analysis.
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The boundary essentially describes which costs 
and impacts are to be included in the economic 

analysis, and which excluded. This is an important 
stage in the study design because the results of an 
economic analysis can be highly sensitive to the 
choice of variables. However, there is no single rule 
for defining boundaries in any given analysis. As 
illustrated in Box 1, it is not possible to expect the 
same economic evaluation framework to be appli-
cable in all decision-making circumstances, as 
the viewpoints to be represented and the analyti-
cal boundaries will vary depending on the policy 
goals.

This chapter covers three important aspects related 
to defining the boundary: the objective of the ana-
lysis; the directness of the association between the 
intervention and the costs or impacts; and the time 
horizon of the analysis.

4.1	 Viewpoint or perspective
It is crucial to decide the viewpoint or perspective 
of the analysis at the outset, and to state it clearly. 
An understanding of the perspective of the analy-
sis is important for three main reasons:

•	 to decide which costs and impacts will be 
included or excluded;

•	 to form the basis for appropriate interpretation 
of the results; and

•	 to choose policy-relevant disaggregations of the 
data.

Viewpoints that could be taken in the economic 
evaluation of household energy and health inter-
ventions could include those of society; the energy 
ministry; the health ministry; other associated 
government ministries; the government in general 
(e.g. the finance ministry); the patient or targeted 
beneficiary; employers of those affected; insurance 
providers of those affected (e.g. medical insurance 

Box 1

Influences on the interpretation 	
and use of the economic evaluation 
frameworka

•	 The existence of different understandings of the 
role of economic evaluation. From an economic 
theory perspective, the emphasis is on the values 
individuals place on outcomes. These values are 
informed by the individuals’ ability to pay. From 
a health sector perspective, the focus is on the 
health gains that can be achieved with a given 
budget, where society’s values about the relative 
weight of different health states are central.

•	 Measurement difficulties may compromise the 
analytical approach. For example, some costs of 
impacts may be excluded owing to lack of reliable 
data or the cost of obtaining them.

•	 The institutional context may influence how the 
components of cost and impact are assembled 
and measured. For example, if health services are 
free to the patient or charged at costs below the 
market value, the demand curve does not reflect 
the willingness of individuals to pay to use these 
services at the true economic value.

•	 Different approaches exist to capture costs and 
benefits in the benefit–cost ratio. For example, 
subtracting a cost saving from cost (the numera-
tor) to give net cost will produce a different ben-
efit–cost ratio than adding the cost saving to the 
benefit (the denominator). For any single economic 
evaluation study, this does not present a problem 
if the methodology is described and interpreta-
tions made appropriately. However, this may cause 
difficulties when comparing benefit–cost ratios 
across different studies.

a Source: Drummond et al. (1997).
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company); the selling agent; or the agency pro-
viding the programme (Drummond et al., 1997). 
Various agencies may be involved in implementing 
the programme, covering government ministries, 
nongovernmental or community-based organiza-
tions, and/or commercial enterprises. 

Figure 5 distinguishes between financing agent, 
providing agent, recipient of service and benefi-
ciary of service. In some cases, these roles overlap 
and, given the variety of interventions and the dif-
ferent ways in which services are financed and pro-
vided, many different combinations are possible:

•	 The financing agent could be the government 
(through general taxes), an external donor, an 
NGO, a targeted person, a beneficiary (through 
a tax on a specific product), an employer, or a 
third-party payer such as an insurance company. 
As a general rule, the net costs of each financing 
agent should be summated to add up to the total 
cost of an intervention. This approach avoids the 
double-counting of costs that are covered by more 
than one financing agent. For example, the gov-
ernment may finance infrastructure investments 
for an LPG distribution network and a subsidy 
on LPG cylinders, while an NGO (funded by an 
international donor) sets up a revolving fund, 
and the end-consumer pays for the subsidized 
intervention.

•	 The providing agent could be a government 
ministry, an autonomous not-for-profit agent 
(NGO), an implementing agency financed by a 
donor or a commercial enterprise. 

•	 The recipient of service is a targeted person, 
household or group of individuals, based on 
pre-defined characteristics, such as geographi-
cal location, current fuel use, socioeconomic  
status, gender or age.

•	 The beneficiary of a service is usually the targeted 
person whose circumstances, practices or habits 
are changed. However, other people directly 
associated with the targeted person may benefit, 
such as other household members, guests, the 
employer of the beneficiaries (who has healthier 
workers), or the enterprise providing the service 
(due to the profit made on selling the services or 
goods). 

Therefore, whose viewpoint should be adopted? 

Traditionally, as CBA is a tool of welfare economics, 
the viewpoint for the analysis is the societal view-
point. This is essentially a combination of different 
viewpoints, reflecting the range of players involved. 
However, as stated above, the societal viewpoint is 
not exactly a sum of the various viewpoints identi-
fied above, due to the problem of double-counting. 
Moreover, some costs simply represent the trans-
fer of resources from one agent to another, such 
as in the case of the profit made by a commercial 
enterprise in selling goods or services. There-
fore, it is crucial to identify the groups for which 
there are real (economic) resource consequences, 
and to quantify these. Figure 6 gives a hypotheti-
cal example of how to aggregate costs (column 1) 
and impacts (column 2) when several agencies are 
involved. 

Figure 5.	 Distinction between different players in providing an intervention

	
	 Financing agent 	 Providing agent
	 (government, donor, targeted person, 	 (government ministry, autonomous
	 beneficiary, employer, third-party payer)	 not-for-profit agency, company)

Recipient of service
(targeted person)

Beneficiary of service
(targeted person, other people,  

employer, private company)
*	 flow of funds
**	 flow of services

**

*

***

*
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4.2	 Directness of association
As well as identifying the perspective or viewpoint 
of the analysis, it is important to understand how 
closely resource consequences are associated with 
the original intervention. One of the ongoing con-
troversies in the application of CEA in the health 
sector relates to the inclusion versus exclusion of 
those costs and economic impacts that are not 
closely associated with the intervention (Tan-Torres 
Edejer et al., 2003). “Direct” and “indirect” are the 
terms often used in expressing directness of asso-
ciation (Gold et al., 1996), yet the use and interpreta-
tion of these terms is a potential cause of confusion 
(Drummond et al., 1997). Therefore, instead of a 
simple distinction between “direct” and “indirect”, 
the analyst should identify how closely the costs and 
impacts are associated with the original interven-
tion, and make a judgement about whether:

•	 they are too indirect or their association with the 
intervention is too uncertain to allow them to be 
included; and 

•	 whether their inclusion or exclusion has impor-
tant implications for the results of the analysis 
– especially whether there is likely to be a bias-
ing effect. 

A common way to deal with the latter is to justify 
why certain variables are included or excluded, 
and to discuss the likely direction of impact on the 
overall results (refer to uncertainty analysis, chap-
ter 7).

Figure 7 distinguishes between different types of 
cost and impact based on their directness of asso-
ciation with a typical household energy interven-
tion to reduce exposure to IAP. The first set of costs 
and impacts are those most closely associated with 
the intervention or its impact, such as intervention 
costs, health benefits and health-care cost savings. 
The second set of costs and impacts is a direct con-
sequence of these primary impacts, such as use of 
time, or costs or cost savings associated with inter-
vention impacts. The third set of costs and impacts 
tend to be longer term and least related to the direct 
beneficiaries and are therefore least certain.

Including only the more direct costs and impacts 
in the study boundary will fail to capture the 
cycles of effect resulting from the intervention. 
For example, the vicious cycle theory describes 
the self-perpetuating loop of negative effects that 
lead to a downward spiral and cause households 
to fall into poverty or stop them from escaping 
from poverty. Likewise, more recently, the theory 
of the virtuous cycle of development (for example, 
linking improved health and education with a self-
reinforcing upward cycle of development) has been 
used to justify increased investment in social and 
productive sectors of the economy. 

Therefore, should CBA attempt to capture less direct 
as well as long-term and self-feeding but least direct 
effects? There are serious challenges involved in 
estimating these effects. Cost–benefit analyses are 
usually modelling exercises based on hypothesized 
effects (using secondary data sources). Therefore, 

Figure 6.	 Example of aggregating costs and impacts at the societal level from implementing  
	 an improved stove intervention 

Impact
Healthier women earn more
  income from salaried work:	US $ 200 p.w.
Employer’s sales increase:	US $ 500 p.w.
Employer’s value-added increases:	US $ 200 p.w.
Employer’s profits increase:	US $ 100 p.w.

Economic gain* = 
Real gain to employee (profit US$ 100) + salary to 
woman (US$ 200) = US$ 300
*	I n theory, this economic gain is only realized when there 
	 is no unemployment. 
p.w. = per woman with avoided illness

Cost
Government imports stoves: 	US $ 20 p.u.
Government transports:	  US$ 2 p.u.
Government sells subsidized stoves 
  to companies for distribution: 	US $ 15 p.u.
Company costs of selling: 	US $ 3 p.u.
Companies sell stoves to population:	US $ 20 p.u.

Economic cost = 
original purchase price on international market 
(US$ 20) + domestic distribution cost (US$ 2) + costs 
associated with selling the stoves (US$ 3) = US$ 25

p.u. = per unit (stove)
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the more indirect the effect, the greater the level 
of uncertainty. For the long-term and least direct 
effects, this level of uncertainty would invalidate 
the results of CBA, as confidence intervals would 
be too wide to give a meaningful result. Further-
more, even if a CBA used observations from the 
field and over a long time, the analyst would need 
to assess the degree of causality and apportion the 
effect accordingly. 

For these reasons, CBA does not necessarily 
need to capture least direct effects. Such benefits 
should, however, be described during the decision- 
making process and it is recommended that 
researchers include and quantify less direct effects 
as far as possible.

4.3	 Time horizon of analysis
The question of timing of costs and impacts is a 
fundamental issue in CBA given that directness 
of effect declines over time (see section 4.2). Two 
questions relate to the time horizon: what is the 
time period of the intervention? and what is the 
time period for following up the impact of the 
intervention? (Tan-Torres Edejer et al., 2003). 

4.3.1	 Time period of intervention
The WHO generalized CEA guidelines recognize 
that the time horizon of health decision-makers is 
probably rather short, and recommend generalized 
CEA to evaluate interventions implemented over a 
period of 10 years but taking into account impacts 
over a life-course horizon of 100 years (see discus-
sion under section 4.3.2). They do however recog-
nize that the time horizon can be tailored to fit the 
intervention in question.

4.3.2	 Time period of impact
Traditionally, CBA evaluates investment projects, 
where intervention costs are front-loaded (i.e. 
principally incurred at or near the beginning of 
the project) and benefits tend to be delayed and 
spread over a longer period. Therefore, the time 
horizon of the CBA can be central to the outcome 
of the analysis. For example, a CBA with a short 
time horizon would tend to reduce the benefit–cost 
ratio of the intervention. On the other hand, when 
the discount rate is relatively high (e.g. more than 
5%), the costs and impacts occurring in the distant 
future are relatively small compared to the current 

Figure 7.	 Distinction between more direct, less direct and least direct effects of household energy  
	 interventions to reduce exposure to indoor air pollution

	 Usually captured in a CBA	 Usually not captured in a CBA

More direct

Recipient and beneficiary 	
of service
Intervention capital costs
Change in payment for fuel 
  sources
Health benefits
Health-care cost savings

Financing agents
Intervention costs
Associated cost savings

Providing agents
Impact on resources spent

Third-party payer
Averted health care costs

Less direct

Recipient and beneficiary 	
of service
Work, production, or income 
  impact
Changed time use  
  (e.g. convenience time savings)

Enterprises
Value-added impact of healthier 
  workforce

Various
Abatement costs (or costs saved)  
  of more or less environmental  
  damage

Least direct

Recipient and beneficiary 	
of service
Change in educational input
Change in long-term investment  
  decisions
Health expenditure resulting from  
  change in life expectancy

Enterprises
Changes in market value based on 
  less or more products sold

Households
Change in health insurance  
  premium from a healthier  
  population

CBA, cost–benefit analysis.
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ones. For example, in 50 years, one US dollar will 
be worth 23% of the present value at a 3% discount 
rate, and only 9% of the present value at a 5% dis-
count rate. Hence cost–benefit analyses tradition-
ally measure intervention effects for a maximum 
of 15–20 years.

An additional problem with extending the time 
horizon of the analysis to the long-term, e.g. 
beyond 20 years, is that costs and impacts become 
increasingly uncertain. Nevertheless, using their 
software PopMod (Population Model) the WHO’s 
cost–effectiveness tool WHO-CHOICE1 evaluates 
the impact of interventions over a period of 100 
years, recognizing that the health impacts of inter-
ventions change over time and may not be realized 

4. Boundaries

1	 WHO-CHOICE – CHOosing Interventions that are Cost 

Effective: http://www.who.int/choice/en/ 

for several decades (Tan-Torres Edejer et al., 2003). 
For example, any reduction in morbidity and mor-
tality due to lung cancer following an intervention 
to reduce coal use will only become apparent after 
a long latency period.

It should be noted that the issue of time horizon of 
the analysis is different from the question of the 
physical length of life of the equipment being pur-
chased for the intervention. This latter question is 
dealt with either by converting the capital costs to 
annual values (termed “annualization”) and using 
these in the calculations, or by allocating a propor-
tion of the capital cost corresponding to the frac-
tion of the time horizon of the study compared to 
equipment life (see chapter 5).
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5. Cost estimation

Four main steps in cost estimation are covered 
in this chapter:

•	 identification and choice of main intervention 
costs for inclusion;

•	 identification of sources of data on intervention 
costs;

•	 quantification of intervention costs in physical 
units; and

•	 valuation of intervention costs in monetary 
units, and discounting.

Other issues related to cost estimation are pre-
sented in later chapters: 

•	 uncertainty in costs in chapter 7; and

•	 cost presentation and interpretation in chapter 8.

5.1	 Cost identification and inclusion
It was stated in chapter 2 that the analysis should 
compare alternative policy- relevant options with the 
current situation, thus conducting an “incremental” 
analysis. In terms of costs, this requires the analyst 
to identify and measure the incremental changes. 
This can be done in two ways (see Figure 8):

•	 Estimate the total costs of option A and the total 
costs of option B, and calculate the incremental 
cost as the difference between the two. This is 
usually done when the interventions being com-
pared are different in content. For example, sub-
stituting one fuel technology with another also 
requires replacement of hardware. In Figure 8, 
this involves estimating arrow A and arrow B, 
and subtracting A from B to get the incremental 
cost.

•	 Estimate the incremental cost of moving from 
option A to option B. This approach is especially 
relevant when option B requires option A as a 
base. This is usually done when an intervention 

consists of adding or subtracting activities from 
other interventions, for example, purchasing 
an additional piece of hardware but continuing 
with the same fuel type. In Figure 8, this involves 
estimating arrow C only, and there is no need to 
estimate the non-incremental costs.

The calculation of incremental cost consists of 
summating all the resources required to put in 
place and maintain the interventions. Sunk costs 
(the research and development (R & D) costs of 
bringing a new technology to market) are usually 
not included, unless the intervention requires 
additional investments to complete the current 
project. However, in this case the additional R & D 
costs required should be spread over the produc-
tion levels expected once the technology is more 
widely adopted. The option of including sunk 
costs ensures that large-scale programmes are not 
embarked upon without recognizing the scale of 
this cost. 

Costs are classified according to the input category 
(e.g. salaries, supplies and capital), intervention 
activity (e.g. administration, planning and super-
vision), organizational level (e.g. national, district 
or community) and financing agent (e.g. govern-
ment, donor, NGO or household) (Tan-Torres  
Edejer et al., 2003).

A further distinction often made for health inter-
ventions is between the costs of providing health 
interventions and the costs of accessing health 
interventions. The cost of providing health inter-
ventions is essentially the cost of the health service: 
an outpatient visit, an inpatient day or an outreach 
service. The costs of accessing health interventions 
include the resources used in seeking or obtaining 
an intervention (e.g. transport and food) as well as 
related time costs. Such a distinction raises ques-
tions about who is financing the intervention. In 
fact, the simple dichotomy provider–beneficiary is 
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not recommended for measures to reduce expo-
sure to IAP, as there are potentially many more 
actors. The analysis should state the identity of the 
agent incurring each set of costs, and the types of 
resources involved (e.g. equipment, parts, build-
ing or labour). This information is also useful for 
assessing willingness and ability to pay for inter-
ventions.

A recommended starting point for identifying inter-
vention costs is to distinguish between those costs 
incurred only at the start of the intervention, and 
whose benefit lasts for more than 1 year (termed 
“investment” costs), and those costs that recur every 
year (termed “recurrent” costs). The main types of 
investment and recurrent costs are listed below, 
and Table 4 indicates which of these are likely to be 
incurred for different interventions. 

Investment costs
•	 planning and supervision (e.g. project manage-

ment, technical support);

•	 marketing;�

•	 hardware (e.g. purchase of equipment and parts 
for cooking or heating) and hardware installa-
tion;

�	 Marketing and the installation of hardware could be treated 
either as investment or recurrent costs. From a beneficiary 
point of view, marketing represents a one-off activity that 
prompts a household to adopt and/or purchase an interven-
tion. From a programmatic point of view, marketing as well 
as the installation of hardware represent recurrent costs.  

•	 construction (e.g. house alteration or laying 
cables or pipelines); 

•	 education accompanying an intervention;

•	 transportation (e.g. vehicle purchase);

•	 communication and market development (e.g. 
radio programmes or promotional events).

Recurrent costs
•	 operating materials and services;

•	 maintenance of hardware and replacement of 
parts;

•	 monitoring and regulation;

•	 ongoing education activities;

•	 transportation (e.g. vehicle hire, fuel expenses);

•	 interest repayment on loans.

Different types of intervention will vary in terms of 
where the main cost lies. For example, the adoption 
of a solar cooker or the enlargement of eaves spaces 
involve largely investment costs, whereas a change 
in fuel from collected wood to purchased charcoal, 
using the same stove, involves largely recurrent 
costs. On the other hand, an intervention com-
bining a cleaner fuel and an improved stove (e.g. 
switching to LPG and an LPG cooker) may involve 
significant investment as well as recurrent costs.

A distinction is made in economic evaluation 
between average and marginal costs as follows:

Figure 8.	 Illustration of two methods for estimating incremental cost
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•	 Average cost per person reached includes both 
purely economic costs (already paid or supported 
by the existing system) and additional costs 
(further financial or economic costs required to 
deliver an intervention).

•	 Marginal cost per person reached includes only 
additional costs (further financial or economic 
costs) required to deliver an intervention.

Table 4 shows the main cost elements associated 
with a selection of interventions (refer to Table 
3). All interventions require planning and super-
vision to ensure that they are implemented appro-
priately. Similarly, educational inputs (e.g. how to 
use a new stove, how to store kerosene safely and 
out of children’s reach) are delivered at the stage of 
the major investment, for example through radio 
programmes, specific training, focus group discus-
sions and other information dissemination activi-
ties.

In addition to the initial investment period, some 
continuing maintenance and education, as well as 
monitoring and regulation, may be necessary to 
ensure the continued effectiveness of the interven-
tions. For example, improved stoves with chimneys 
require considerable follow-up to ensure that the 
flues are kept clean and the lowered IAP levels are 
maintained.

Changes in user behaviour, on the other hand, 
require very little investment, except for purchas-
ing pot lids or partially pre-cooked food. The main 
type of cost involved in changing user behaviour is 
that of educational input, and perhaps monitoring. 
Participatory approaches, such as interviews with 
key informants and focus group discussions have 
been found to be equally (or more) successful than 
“educational input”.

In a first step, the analyst must identify the inputs 
necessary for an intervention. Subsequently, a deci-
sion is needed about which costs will be included 

Table 4.	 Activities and resource requirements of different interventionsa

Activity	 Source of pollution	 Living environment	 User behaviour

	 Improved 	 Changed	 Improved	 Higher	 Reduced	
	 stove	 fuel source	 ventilation or	 efficiency	 exposure	
	 	 	 kitchen design	 in fuel use	 to smoke

Investment costs

Planning and supervision	 X	 X	 X	 X	 X

Marketing	 X	 X	 X	 (X)	 (X)

Hardware/materials	 X	 (X)	 X	 (X)	

House alterations  
(software, hardware)	 X	 (X)	 X		

Education/instructions	 X	 X	 X	 X	 X

Transportation	 X	 X	 X	 X	 X

Communications	 X	 X	 X	 X	 X

Recurrent costs

Operating materials		  X			 

Premises/storage rental	 X	 X	 X		

Maintenance and repair	 X	 (X)	 (X)		

Monitoring and regulation	 X	 X	 (X)	 (X)	 (X)

Education/instructions	 X	 X	 X	 X	 X

Interest repayment on loan	 X	 X	 X		

a	R efer to Table 3 in chapter 3 for the classification of intervention categories.
X, costs are relevant for interventions; (X), costs may be relevant for interventions.
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in the cost estimation. Although the contribution 
of different cost components towards the total costs 
is not known in advance, it is important to under-
stand which costs are considerable and which are 
minor. This helps to focus data collection on those 
costs which contribute significantly to overall cost 
and thus determine the results of the CBA. As a 
general rule, any costs constituting less than 1% of 
the total cost can be excluded to reduce the research 
cost. However, when a programme is being imple-
mented on a very large scale (such as a national 
programme), cost components below 1% may need 
to be taken into account as the absolute financial  
values are large. 

5.2	 Sources of data on costs 
5.2.1	 Overview 
Data on costs – on both physical quantities and eco-
nomic values of resources – can be obtained from 
a variety of sources. Table 5 gives an overview of 

major data sources by cost type. Where the required 
information cannot be collected from routine and 
periodic information sources, analysts may draw 
on specialist surveys or studies or resort to expert 
opinion to formulate assumptions on costs.

5.2.2	 Routine information sources

Market prices 
Where no data are available from an implementing 
agency, as in the case of a modelling exercise for 
a hypothetical programme, market prices can be 
used. However, if used for a service which includes 
a mixture of inputs, this source may not provide 
disaggregated costs by resource or activity.

Labour market statistics 
Where labour is a major input to an intervention, 
the market prices of different types of labour are an 
important data source. An appropriate estimation 

5. Cost Estimation

Table 5.	 Overview of data sources for costs of household energy and health interventions

Cost type	 Data sources

Planning and supervision	 Government accounts or survey of line ministries/agencies 
	C ontracted company or NGO

Hardware/materials	 Market prices 
	C ontracted company or NGO 
	F ocus group discussions

House alterations 	C onstruction company or NGO 
(software; hardware)	C ompany selling materials 
	H ousehold survey 
	F ocus group discussions

Premises and storage rental	 Market prices 
	C ontracted company or NGO

Education/instructions	C ontracted company or NGO 
	 Government accounts or survey of line ministries/agencies

Labour/staff 	L abour market statistics 
	C ontracted company or NGO

Transportation/communications	 Market prices (transport, communication) 
	C ontracted company or NGO

Maintenance and repair	 Market prices 
	C ontracted company or NGO

Monitoring and regulation	 Government accounts or survey of line ministries/agencies

Interest repayment on loan	 Government accounts or survey of line ministries/agencies 
	N GOs administering revolving funds 
	B anks administering micro-credit schemes

NGO, nongovernmental organization.
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of the economic value of labour may need to draw 
on additional labour market statistics that give an 
indication of the availability of each labour type in 
different settings and the unemployment rates. 

Cost data extracted from these routine informa-
tion sources are reliable and tend to be made avail-
able on an annual basis. Also, the cost of collecting 
these data is minimal.

5.2.3	 Periodic information sources

Programme information
These data may be collected from a contracted com-
pany, government ministry or NGO. The agency 
implementing a pilot or scaling-up programme is 
likely to keep accounts and collect other routine 
data which give reliable information on the invest-
ment cost of the intervention. The implementing 
agency is unlikely to follow the intervention over 
longer time periods to measure recurrent costs.

5.2.4	 Special surveys or studies

Household surveys
Separate household surveys for the collection of 
cost data, as well as other data (see section 6.2.3) 
may be justified. Their usefulness depends on the 
proportion of the overall intervention cost met by 
households. Where households purchase stoves 
and fuel, change practices and behaviour, or pay 
for alterations to their homes, data on costs from 
a household survey are invaluable. Other sources 
of data on these costs may not be needed unless 
validation of prices is required. A household survey 
may also give more reliable data on product effi-
ciency and use in a real-life situation than could 
be obtained under laboratory conditions. Further-
more, if a household survey is already planned for 
the measurement of the impacts of an interven-
tion, a cost survey component can be added at 
little additional cost. However, such surveys may 
require respondents to recall information over 
extended periods of time which may produce mis-
leading results.

Scientific studies 
When the health impact of an intervention is being 
tested in a trial setting, costs can be measured and 
reported at little extra cost. Experimental studies 

potentially provide detailed information with 
high internal validity, but such studies are rare 
and very expensive to conduct. Furthermore, the 
external validity of cost data from experimental  
studies should be assessed, as the actions within 
such studies may be more intensive, and therefore 
more successful, than under normal conditions.

Expert opinion and assumptions
Expert opinion and assumptions must be based 
on the best available knowledge about the likely 
resource requirements. When no research can be 
done on intervention costs, they represent a useful 
and inexpensive fall-back method, but have ques-
tionable reliability. 

In conclusion, it will be necessary for the analyst to 
compare the data needs with the different sources 
of available data, and the pros and cons of each (see 
Table 6), before choosing which to use.

5.3	 Cost quantification
Once the costs to be included have been decided 
and appropriate data sources identified, the physi-
cal inputs of each of these resources must be meas-
ured. This is usually necessary as an intermediate 
stage before costs can be valued in monetary terms 
(see section 5.4). However, direct cost valuation is 
sometimes justified. For example, when an inter-
vention is provided by a private company that 
declines to share information on invoicing, sales 
and resource inputs, a breakdown of cost into 
physical units will not be possible. However, this 
approach reduces the transparency and under-
standing of costs, and ultimately the generalizability 
of the findings to other settings. 

The description of the intervention (section 3.2) 
should clearly identify the activities, and these 
should be further broken down by resource type. 
Table 7 shows an example of a simultaneous 
change of fuel source and a switch to an improved 
stove. The main resource inputs are human labour 
(hours, days, and proportion of full-time equiva-
lent), the costs of the stove and the recurrent fuel 
costs. 

It is important to measure and present the resources 
in physical quantities using the appropriate unit of 
measurement. Table 8 shows the options for units of 
measurement for each main category of resource.
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Table 6.	 Pros and cons of different sources of data for cost information

Data source	 Availability	 Cost	 Reliability	 Frequency	 Generalizability

Market prices	R eadily available	L ow cost	H igh reliability	R egular	L ow – time- and  
					     location-specific

Labour market 	 Generally available, 	L ow cost if 	H igh reliability	A t least	L ow – time- and	
statistics	 may need additional 	 from routine		  annually	 location-specific 
	 collection	 sources			 

Programme 	 Low – special	L ow to 	H igh reliability	C an be regular; 	L ow – depends on	
information	 information systems 	 medium cost		  at least	 contextual differences 
	 needed			   annually

Household 	 Implemented to	H igh cost	H igh reliability	I nfrequent	L ow – depends on	
surveys	 answer specific 				    contextual differences 
	 questions

Cost data from 	 Low – few published	L ow to	H igh reliability	I nfrequent	L ow – adjustments	
scientific studies	 studies	 medium cost			   possible

Expert opinion 	 Medium to high 	L ow cost	V ariable 	A s and when	 Medium – can be	
and assumptions			   reliability	 needed	 assessed by experts

Table 7.	 Example of resource inputs associated with an improved stove and cleaner fuel intervention

Activity	 Resource(s) by activity	 Financing sources

Investment costs

Development and research	L abour, materials, infrastructure	 Government or private sources

Planning and supervision	L abour and overhead costsa	E nergy ministry

Hardware/materials	S tove and parts	H ousehold, donor, NGO

Installation	L abour and equipment	H ousehold, donor, NGO

Education/instructions	L abour and overhead costsa	E nergy ministry, health ministry, NGO

Recurrent costs

Operating materials	N ew fuel costs (additional costs compared to before)	H ousehold

Maintenance	L abour and overhead costs,a spare parts	H ousehold or NGO

Monitoring and regulation	L abour and overhead costsa	E nergy ministry, health ministry, NGO

Education/instructions	L abour and overhead costsa	E nergy ministry, health ministry, NGO

NGO, nongovernmental organization.
a Overhead costs include those resources that are necessary for the personnel to do their work, including transport and administration.

To estimate the net increase in fuel costs of the 
intervention, the concept of incremental cost needs 
to be applied:

•	 When a new fuel source is introduced, the net 
cost of the fuel is the cost of the new fuel (total 
per year) minus the cost of the old fuel. The  
figures should not be presented in unit terms, 

but in terms of total cost per year, given that the 
quantities of fuel used may vary according to the 
season.

•	 When a new improved stove is purchased, the 
net intervention cost is the cost of the new stove 
model minus the cost of the previously available 
model.
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•	 When exposure to air pollution is taken into 
account when new buildings are constructed, 
the net cost of the intervention to reduce expo-
sure is the cost of the new building model minus 
the cost of the old model (e.g. the costs of addi-
tion of a hood or chimney, or different window 
size or fitting).

However, in some situations, the incremental cost 
is the cost of the new intervention without sub-
tracting the cost of the old intervention:

•	 When the new fuel source replaces an old fuel 
source that was not paid for (e.g. collected fire-
wood, although collecting firewood has an 
implicit time cost, which should be included 
under the convenience time savings).

•	 When the new stove is being purchased to 
replace an old stove, which was not due for 
replacement.

In some instances, it is possible that an intervention 
does not cost more than the traditional alternative 
being phased out. For fuel sources, depending on 
relative prices and the fuel efficiency of the stove, 
the change to a new fuel source can result in a 
reduction in annual fuel cost (Hutton et al., 2006). 

One variable with considerable range and uncer-
tainty is the lifespan of an intervention, such as the 
expected length of useful life of a new stove, or the 
period of time an educational activity is effective 
for. Such information is not routinely available and 
can only be generated by long-term follow-up (e.g. 
by monitoring a programme).

5.4	 Cost valuation
5.4.1	 Overview
The valuation of costs is a crucial stage in CBA, as 
the specific methodology used for resource valua-
tion in economic evaluation is what distinguishes it 
from financial analysis. Therefore, it is important to 
pay special attention to identifying, specifying and 
justifying the economic values chosen. 

It is important to recognize that the observed mar-
ket price often does not reflect the economic value� 
or the “competitive” market price. Such distortions 
in the market can have several causes (outlined 
in Box 2). Furthermore, projects themselves may 
influence prices, by creating demand for a product 
or by supplying new products to the market. There-
fore, the observed current prices do not reflect the 
prices that will exist after the project is imple-
mented (Curry & Weiss, 1993).

In all the above situations, guidelines on cost– 
benefit analysis generally recommend that the 
analyst makes adjustments to the observed prices, 
called “shadow prices”. Early guidelines proposed 
a set of procedures, sometimes lengthy and com-
plex, to identify these shadow prices (Little & Mirr-
lees, 1968; United Nations Industrial Development 
Organization, 1972); these were subsequently  

�	 In fact, the theory of perfect competition states that for an 
observed market price to reflect economic value, the market 
of the product or service concerned should be characterized 
by the following: (a) the number of buyers and sellers is very 
large, and none can individually affect the market price; (b) 
products offered are homogeneous; and (c) perfect informa-
tion is available. 

Table 8.	 Units of measurement for main categories of resource

Resource	 Item	 Unit of measurement

Labour	 •	Time worked per labour category	 •	Hours or days worked, by labour category 
			   •	Number of full-time equivalent labour units

Vehicles	 •	Vehicle count	 •	Number of vehicles 
	 •	Distance travelled	 •	Kilometres 
	 •	Fuel consumption efficiency of vehicle	 •	Kilometres per litre of fuel

Materials	 •	Material count 	 •	Units 
	 •	Useful life	 •	Useful life in months or years

Equipment, parts	 •	Equipment count	 •	Units 
	 •	Useful life	 •	Useful life (in years or units of usage) 
	 •	Resale	 •	Resale possible (yes or no)

Fuel	 •	Weight	 •	Kilograms 
	 •	Volume	 •	Litres or hundred litres 
	 •	Fuel efficiency	 •	Kilograms or litres per hour
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refined and simplified (Little & Mirrlees, 1968; Das-
gupta, 1970; Layard, 1972; United Nations Indus-
trial Development Organization, 1972; Little & 
Mirrlees, 1974; Mishan, 1975; Sugden & Williams, 
1978; Asian Development Bank, 1997; MacArthur, 
1997; Pearce & Nash, 1981). 

In the context of the present guidelines, these 
approaches have several drawbacks. For example, 
understanding the complexity of the procedures 
requires training in applied economics methods. 
Even if the procedures are fully understood, they 
are difficult to apply due to stringent data needs. 
Moreover, the guidelines were written for applica-
tion to major development projects with the pri-
mary aim of maximizing national income. 

The guidelines on economic evaluation from the 
health domain have recognized these weaknesses. 
Whereas health guidelines maintain that measure-
ment of the economic cost is the guiding principle, a 
more pragmatic approach to the valuation of costs 
has been proposed (Drummond et al., 1997). In 
general, this approach to costing takes existing 
market prices unless there is some justified reason 
to do otherwise. Drummond et al. recommend that 
in making adjustments to market prices, analysts 
should be convinced that: 

•	 leaving prices unadjusted would introduce sub-
stantial biases into the study; and 

•	 there is a clear and objective way of making the 
adjustments (Drummond et al., 1997).

The United States panel for the establishment of 
CEA guidelines recommends the use of opportu-
nity cost, and adjustment to prices when markets 
are not “perfect” (Gold et al., 1996). 

In a more recent publication on approaches to 
cost valuation in the health sector, a step-by-step 
approach is proposed. The first step is to identify 
whether the good is, or could be, traded on the 
international market (termed “traded goods”) 
(Tan-Torres Edejer et al., 2003; Hutton & Baltussen, 
2005). Different recommendations are made for 
traded goods and non-traded goods, as described 
below.

5.4.2	 Traded goods
Traded goods are those goods that move freely 
across borders. Usually, goods that could be traded, 
but are not because of trade restrictions or lack 

5. Cost Estimation

Box 2

Examples of instances where the 
observed price in a market does not 
reflect the economic value
•	 Direct government interventions in product pricing 

(subsidies, taxes or price-fixing) or artificial pric-
ing of the currency through foreign exchange con-
trols. An example of price-fixing is the imposition 
of legislation on minimum wages which raises the 
wages for unskilled labourers. It may also include 
the government-controlled pricing of goods 
where importation or sale is handled or regulated 
by the government (e.g. price paid by the health 
sector for generic drugs). Taxes, duties and sub-
sidies are called transfer payments. In general, 
they should be excluded from the economic value 
of a good or service because they transfer com-
mand over resources from one party (taxpayers 
or subsidy receivers) to another (government, tax 
receivers or subsidy givers) without reducing or 
increasing the amount of real resources available 
to the economy as a whole.

•	 Indirect impact of government intervention on 
prices through international barriers to trade, 
and regulations or conditions which discourage 
competitive practices. Also, where the govern-
ment controls the capital market, the commercial 
cost of capital (interest rates) may not reflect the 
socially optimal rates.

•	 Natural monopoly (either public or private pro-
vider). This may exist in markets such as power 
supply, postal services or rail networks where 
having more than one producer may render serv-
ice provision less efficient. Furthermore, early 
guidelines on cost–benefit analysis recognized 
that development projects have the potential to 
affect market prices, requiring a specific set of 
rules for resource valuation.

•	 Uncompetitive practices in the market. In this 
case the price includes the excess profits of a 
monopolist provider, or is inflated in an oligopolis-
tic market (with few providers who have implicit 
or explicit agreements to maintain high prices) 
where price collusion is common.

•	 The good is donated, such as in the case of a 
donated stove or donated (free) time of a volun-
tary worker of an NGO.
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of market exploitation, are also included in this  
category. For clarity these are often labelled “poten-
tially traded goods”. However, categorization 
of goods relevant to control of IAP is not always 
straightforward. For example, it does not make 
sense to trade wood fuel, locally-produced simple 
stoves, or locally-made but low-quality building 
material internationally. These types of products 
should be considered as non-traded goods. Also, 
electricity and labour are generally treated as non-
traded goods, although there are clear instances of 
these resources being traded between countries. 
Kerosene, LPG or electric cookers, on the other 
hand, are more likely to be traded by the country 
in question (whether imported or exported), and 
should therefore be classified as traded goods.

The opportunity cost for traded goods can be con-
sidered to be the foreign exchange that leaves the 
country in order to pay for the inputs. Similarly, 
the value of an input to an intervention that is pro-
duced locally, but could be exported, is the value it 
could have obtained on the international market. 
Therefore, the international market price should be 
used as a basis for estimating the opportunity cost 
of traded or potentially traded goods. The interna-
tional market price should be adjusted to include 
cost, insurance and freight (c.i.f.) for imported 
goods and free on board (f.o.b.) for exported goods. 
The c.i.f. price should exclude import duties and 
subsidies, and include the selling price of the pro-
ducing country, freight, insurance and unloading 
charges. In addition, the costs of local transport and 
distribution (termed “domestic margin”) should be 
added to the c.i.f. international price to approxi-
mate the local opportunity cost. The f.o.b. price 
should include the production cost as well as the 
costs of getting the product to the point of depar-
ture of the exporting country, and includes local 
marketing and transport costs and local airport or 
port charges. In the absence of data on the import 
cost or margin, it is possible to use the WHO price 
multiplier available on the WHO-CHOICE web-
site.� This refers to the average import cost margin 
for medical goods imported to different WHO sub-
regions (Johns et al., 2002).

The reason for excluding import duties and subsi-
dies from the price is that these are simply transfers 
from one part of society to another. They do not use 

�	 http://www.who.int/choice/costs/price_multiplier/en/
index.html

resources but transfer the power to use resources 
from one agent to another. 

Even when international market prices are read-
ily available, similar products sold internation-
ally often have different prices. The choice of the 
economic value depends on the cause of the price  
variation.

•	 If the variation is due to product differentiation 
(where products are similar but not identical), 
some if not all of the price difference may be jus-
tified. This may be due purely to differences in 
quality, or to differences in the uses and func-
tions of a product. Therefore, it is important to 
identify the price of a good with similar, even if 
not identical, characteristics and quality.

•	 If the variation is due to pure price discrimination, 
where the same product is sold to different coun-
tries at varying prices, the price taken should be 
one that reflects the purchase opportunities of 
the country in question. Price differences may 
arise due to bulk purchase agreements, or mar-
ket exploitation by the seller (where prices tend 
to be higher in countries with higher income 
or more market potential). If these differences 
are due to changes during the life-time of the 
project, prices should be updated (at that point 
in time).

•	 If the variation is due to differences in interna-
tional and domestic distribution costs, the inter-
national market price should be chosen to take 
into account the cost of the product available to 
the country in question. The final price used by 
the analyst should also reflect the local distribu-
tion costs that are likely to occur in the project 
under study. Johns et al. derive a simple method 
for calculating the domestic price margin, based 
on distance from the assumed point-of-entry of 
a good into a country (Johns et al., 2002).

Where the price of a traded good includes “excess” 
profits (that is, above “normal” profits in economic 
terminology), the literature on cost–benefit ana-
lysis does not provide clear instructions on how to 
deal with these. If the “transfer payment” argu-
ment is applied, it is clear that no opportunity 
cost is incurred with income transfers and profits, 
and therefore these should be subtracted from the 
international price of the good in question. 

However, when considering the welfare of a par-
ticular country, the opportunity cost of a resource 
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is the foreign exchange cost, which would include 
excess profits of traded goods (if they exist). A  
second argument for including excess profits says 
that some markets exist because they are the result 
of market protection given by the patent system. 
Patents are argued to be a justifiable way of encour-
aging new discoveries, which is essential in the 
area of technology development. Therefore, at the 
between-country level, the rule on excluding trans-
fer payment does not apply. However, if a similar 
product (e.g. a generic stove instead of a patented 
stove, with the same characteristics) is available 
locally, the price of the cheaper alternative should 
be used. This solution reflects the buyers’ oppor-
tunities: on the one hand, it does not stop health 
programmes from going ahead if generic products 
can be used instead of branded products; on the 
other hand, it does not mistakenly support expen-
sive programmes where generic products are not 
yet available.

The prices used must reflect the scale on which 
production or distribution is likely to take place. 
Greater coverage of the intervention may lead to 
reductions in price due to bulk purchase agree-
ments, or the exploitation of economies of scale in 
production and distribution.

5.4.3	 Non-traded goods
In CBA, goods that do not move freely across bor-
ders are termed non-traded goods (NTG). These 
include resources such as human labour, utilities, 
buildings and domestic transport. 

Cost–benefit analysis recognizes that labour mar-
ket prices might not reflect the true opportunity 
cost of human input. To determine the economic 
value of labour employed, labour prices should be 
adjusted for distortions in the labour market, to 
estimate the so-called “shadow wage rate” (SWR). 
Labour is traditionally divided into two basic cate-
gories: scarce labour and labour which is not scarce 
locally. Further labour categories, voluntary labour 
and beneficiary time, are also covered below. The 
distinction between “scarce” and “non-scarce” 
labour will vary by setting. In some countries, it is 
not uncommon for skilled staff to be unemployed. 
Similarly, in some countries, unskilled (or low-
skilled) labour is in short supply, for example, at 
harvest time in the agriculture sector. Therefore, 
analysts should make their own judgements, and 
justify their choices.

Scarce labour is typically labour which involves 
skilled workers for which there is little or no unem-
ployment. For this type of labour, it is recom-
mended to take prevailing market wages and 
fringe benefits, which together approximate the 
opportunity cost. This may well lead to an under- 
estimate of the true opportunity cost of skilled 
health workers in countries where the private sec-
tor does not function and governments control 
salaries. In fact, in most instances it is inappropri-
ate to call a government salary a “market” wage. 
In the health sector of many countries, the govern-
ment has a near-monopoly on health staff, and in 
many other countries, although a private sector 
may exist, it is not well developed. The salaries paid 
in the private health sector generally do not reflect 
the opportunity cost of labour, as the prospects for 
the majority of health staff to work in the private 
sector are severely limited. However, the means to 
derive a shadow price of skilled labour where a free 
market does not exist are limited. Therefore, it is 
recommended that the opportunity cost of labour 
is reflected by the gross salary, plus the monetary 
value of fringe benefits (employers’ contributions 
to social security, pension plans, health and life 
insurance, and other job perks such as use of a car, 
free accommodation or a financial contribution to 
private accommodation).

An important question is how to deal with the val-
uation of expatriate labour employed in a country 
on salaries which may be much higher than those 
paid to local staff with similar skills. The answer 
depends on whether the intervention requires the 
supposedly higher quality of expatriate labour, and 
whether the expatriate labour could be replaced 
with local labour based on the same qualifications, 
skills and efficiency levels. If there is an absolute 
need for expatriate labour, it should be considered 
as a traded good and valued accordingly. However, 
if it is possible to implement the intervention using 
local labour and with no significant loss in pro-
gramme quality, local labour costs should be used. 
If the intervention is likely to be scaled up consider-
ably, then it is unlikely that the same level of input 
of expatriate labour would be used, and therefore 
using local salary rates is justifiable.

Non-scarce labour covers those labour categories 
where there is a surplus of supply over demand. 
The cost to the economy of using unskilled labour 
is the opportunity cost of net output lost in the next 

5. Cost Estimation
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best use of that person’s effort, and is traditionally 
disaggregated by rural and urban populations: 

•	 Where labour is drawn from rural areas and 
would otherwise have been employed in agri-
cultural production, the opportunity cost is often 
taken to equal the value of lost production. This 
can be estimated indirectly using the rural wage 
rate, adjusting for seasonality. At certain times 
of the year the value of lost production might be 
zero or close to zero.

•	 Where labour is drawn from urban areas, the  
economic price of labour in the urban areas can 
be approximated by estimates of annual incomes 
in the urban informal sector. However, this could 
well be an overestimate of the true opportu-
nity cost of unskilled labour in countries where  
minimum wage laws apply to the urban sector. 

Voluntary labour has little or no financial cost, but 
should also be valued at economic cost in a CBA. 
Voluntary labour has an opportunity cost, which 
is the value generated if used in the next best alter-
native. For example, community workers who are 
not paid can equally employ their effort in other 
useful community-related or private activities. The 
opportunity cost of voluntary labour will vary from 
one volunteer to the next, based on qualifications 
and experience. The recommendation is to take 
the wage rate of personnel who would normally be 
employed to do the same job in the absence of the 
volunteer. 

Beneficiary time includes inputs provided by the 
person receiving the intervention, and should be 
treated similarly to voluntary labour. In health 
care evaluations, a number of alternative options 
exist for valuing the opportunity cost of a patient’s 
time. The most tangible cost is that of lost earn-
ings, where the beneficiary actually forfeits income 
while seeking health care. When the employee is 
granted time off to seek care, the employer loses 
the added value of the person seeking care for the 
time he or she is absent from work. The opportu-
nity cost of the income or production forgone can 
be represented by the wage rates of individuals 
with specific skills and qualifications (see above). 
However, wage rates do not exactly reflect welfare 
effects, as these are related not only to the value of 
the monetary gain, but also to the impact on the 
individual or household (which varies, especially 
between rich and poor households). Also, it should 
be noted that willingness to pay values for disease 

avoided may implicitly include the value of these 
forgone earnings, which requires the analyst to 
check that the benefits of disease avoided are not 
double-counted (Gold et al., 1996).

Where there is no direct monetized income or “for-
mal” production loss, there are still welfare effects 
of beneficiary time input to an intervention. This 
may be lost production time in unpaid agricultural 
work or childcare, lost time from school, or simply 
lost leisure time. Following the principle of oppor-
tunity cost, CBA estimates a shadow price for this 
input. There are various ways of identifying the 
shadow price, and some of these lead to different 
estimates than for forgone income or production 
(see paragraph above). However, it is most equi-
table to use a value similar or identical to that used 
for forgone income and production, to avoid the 
ethical dilemma associated with valuing different 
beneficiaries at different economic values.

Utilities include gas, electricity, water and telephone 
services which can be provided both privately and 
publicly. Whoever the provider, it is important to 
assess whether the prices charged to the consumer 
reflect competitive rates, by examining the degree 
of competition (e.g. if the provider is a monopolist) 
and whether the provider receives subsidies from 
the government. In fact, many providers of utilities 
in the developing world are public and in a mono- 
polist position. The problem the analyst faces is that, 
without an in-depth knowledge of the accounting 
and pricing system of a public utility company, it 
is not clear how prices are set. Given this uncer-
tainty, and based on the assumption that utilities 
represent only a small proportion of total cost, it is 
recommended to use the tariff rates of the utility 
provider, and apportion costs to the intervention 
based on the observed or presumed use. 

Building and transport costs for an intervention can 
be approximated using either of two methods. The 
first method is based on the current market pur-
chase cost of the building or vehicle. To estimate 
annual equivalent cost an annualization factor 
should be applied that incorporates the useful life 
of the building or vehicle (i.e. depreciation) and the 
opportunity costs (i.e. interest rate) of the funds tied 
up in this asset (Creese & Parker, 1994; Drummond 
et al., 1997). Costs are commonly annualized using 
the following formulae. Formula (1) calculates the 
capital value of the good to be annualized; formula 
(2) calculates the annual value of the good.
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P = K – (S / (1+r)n)	 (1)

Where P is the net price of the good taking into 
account the resale of the good (after it has been 
used by the intervention), K is the nominal pur-
chase value of the good, S is the resale value at 
time n, r is the interest rate, and n is the period after 
which the capital is replaced.

E = (P / A(n,r))	 (2)

Where E is the equivalent annual value of the good, 
and A(n,r) reflects the annualization factor, which 
equals (1 – (1+r)-n) / r.

The annual maintenance and operational costs 
should be added to the equivalent annual cost of the 
investment. Once the total annual equivalent value 
is known, then allocations to different activities can 
be made based on observed or approximated allo-
cation criteria (e.g. percentage of floor space).

Where possible, the costs should be disaggregated 
by the traded good component (e.g. hardware, 
gasoline) and the non-traded good component 
(e.g. labour). Also, an assessment should be made 
of whether local prices reflect competitive market 
rates. Where construction work or transportation are 
carried out by the private sector, it can be assumed 
that the prices charged include the full costs of both 
traded and non-traded goods. However, unless the 
company provides free access to information on its 
accounts, it will be difficult to disaggregate building 
and transport costs by component. In the public sec-
tor, it will be necessary to determine an economic 
cost based on the resources used. 

The second method involves identifying the rental 
value of a similar building or vehicle which fulfils 
the same function. The rental value incorporates 
both the depreciation and the opportunity costs 
of the asset, but usually excludes the operational 
costs. It should be ascertained whether the current 
rental market is competitive, and if not, what would 
be a reasonable market rate.

5.4.4	 Unit of presentation
All costs and impacts should be expressed in a 
common currency, with a stated base year. For rea-
sons of comparability and generalizability at global 
level, it is common practice in economic evalua-
tion to present the results in a foreign currency. 
One option is to use US$, where the current mar-
ket exchange rate (if free floating) or an adjusted 

exchange rate (if fixed) is used. Another option is 
to use international dollars (I$) by applying coun-
try-specific purchasing power parity (PPP) to non-
traded goods. A PPP exchange rate is the number 
of units of a country’s currency required to buy the 
same number of goods and services as one unit of 
currency in a reference country, in this case the 
United States (Tan-Torres Edejer et al., 2003). An 
international dollar is therefore a hypothetical cur-
rency that is used as a means of translating and 
comparing costs from one country to another. The 
results in I$ can be translated back to local cur-
rency units, or US$, for appropriate interpretation 
and policy-making at the country level. 

To translate I$ into local currency units, the traded 
goods component should be exchanged at the 
official exchange rate, whereas the non-traded 
goods component should be exchanged at the PPP 
value for the given currency. PPP exchange rates 
are available from the WHO-CHOICE web site at 
www.who.int/evidence/cea. If the study is aimed 
at national or subnational policy-makers, it makes 
less sense to value costs in I$; therefore, presenta-
tion in US$ or local currency units is acceptable.

If the collected costs and benefits are available for 
time periods other than the base year, the costs 
must be inflated or deflated by the rate of infla-
tion in the setting or country of the study. Also, 
when costs are expressed in other currencies, the 
exchange rate for the stated base year should be 
used. For example, if the costs are in 1998 Indian 
rupees, and the costs need to be expressed in US$ 
in the year 2000, the costs should first be inflated 
to year 2000 Indian rupees, and then converted at 
the year 2000 US$/rupee exchange rate (Kumara-
nayake, 2000).

5.4.5	 Differential timing of costs
As explained in chapter 2, the current value of a 
given amount of money will change in the future 
due to the time preference for money. This effect is 
separate from the issue of inflation, where prices 
change from period to period due to relative imbal-
ances between the supply of goods and the demand 
for them.

The differential timing of costs is typically dealt 
with in economic evaluation by applying a dis-
count rate to future costs, thus calculating a present 
value for future costs. This requires knowledge of 
the following:
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•	 The value of the good at a time in the future. It is 
generally assumed that the future price of any 
single good will rise at the same rate as the gen-
eral inflation rate. As incomes and budgets are 
expected to grow at roughly the same rate, the 
purchasing power remains the same and this 
effect can be ignored in the CBA. However, if the 
price of the good in question is expected to rise 
at a rate significantly greater than the general 
rate of inflation, the real price increase should 
be reflected in the CBA. Unless there is good 
reason to believe this will occur, the analyst can 
safely assume a constant real price of the good in 
question.

•	 The choice of the discount rate. The actual value 
of the discount rate is important, as it has a 
potentially large impact on the results. Values 
used in the literature vary between 0% and 
10%, and arguments can be found to support 
this wide range. The sources generally argued 
to best reflect social time preference are the 
market interest rate or the government discount 
rate; it should be recognized that the latter is 
often based on the former. A competitive market 
interest rate reflects the average preference for 

future over present consumption. However, this 
can be strongly influenced by the level of eco-
nomic development of a society.� Furthermore, 
the gross market interest rate does not reflect the 
return on investment to private investors, who 
have to pay tax on the income they earn from 
interest payments. Also, private investment 
decisions do not (fully) reflect the interests of 
future generations. Hence, a lower discount rate 
would give future generations greater weight in 
the analysis, both on the cost and impact side. 
For consistency with previous guidelines, a dis-
count rate of 3% is recommended.

The discrete time formula for estimating the present 
value of any stream of costs (NPVcosts) is:

	 T

NPVcosts = 	∑ costs / (1 + r)t	 (3)
	 t

Where ∑ (t, T) is the sum of all the costs incurred 
at differential time periods (t = 0 to the end of the 
evaluation period T), with costs at each time period 
(t) discounted to the present using the discount 
rate (r). 

�	 For example, in a developing country the amount of sav-
ings people can put aside means that there is limited capital 
available for entrepreneurs or households to borrow. Hence, 
interest rates may be higher than in developed countries.
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As with costs, there are four main steps in 
impact estimation:

•	 identification and choice of main intervention 
impacts for inclusion;

•	 identification of data sources for intervention 
impacts;

•	 quantification of intervention impacts in physi-
cal units; and

•	 valuation of intervention impacts in monetary 
units.

Other issues related to impact estimation are pre-
sented in later chapters: 

•	 uncertainty in impacts in chapter 7; and

•	 impact presentation and interpretation in  
chapter 8.

6.1	 Impact identification and inclusion
As with the estimation of cost, the first step in 
impact estimation is to identify all the possi-
ble impacts of the intervention, and to select the  
relevant ones for inclusion in the analysis. It should 
be noted that the impacts of an intervention can be 
negative as well as positive. For example, depend-
ing on the stove type, switching from biomass or 
coal to the cleaner fuel, kerosene, may increase the 
risk of kerosene poisoning by ingestion. A change 
in technology may also imply other costs, such as 
the need for a new source of lighting in a house 
where an improved stove is used, because the 
fire, the original source of light, is no longer avail-
able. Therefore throughout this section the term 
“impact” is used instead of “benefit” to reflect both 
the positive and negative impacts of an interven-
tion. 

There are many and diverse potential impacts  
associated with household energy and health 

interventions. They range from the easily identifi-
able and quantifiable to the intangible and difficult 
to measure. The guiding principle, however, is to 
include all major impacts, irrespective of the feasi-
bility of measuring them. 

Therefore, it will be necessary to identify the major 
impacts from previous published studies at the 
international and national levels. Where CBA is 
conducted at the subnational level, discussions 
with community members and other key play-
ers can ensure that context-specific impacts and  
perspectives are identified. Once a list of signifi-
cant impacts has been drawn up, the next step is 
to evaluate the availability of evidence and/or the 
potential for gathering the data and the associated 
costs. Naturally, some balance will be required 
between pragmatism and reliability of data, as it 
may be very costly or difficult to obtain or gener-
ate robust data sets for some impacts. However, 
the decision is context-specific, depending on the 
availability and quality of data, the costs of collect-
ing additional data, the added value of collecting 
additional data and the overall budget available.

As in cost estimation, the value of interest is prima-
rily the incremental impact of the intervention. As 
shown in Figure 8 of chapter 5, for incremental cost 
estimation, incremental impacts can be estimated 
either: 

•	 by measuring the total impact of all interven-
tions and calculating the difference between 
these; or 

•	 by identifying the differences in impact between 
two different interventions. 

Usually, the less data-intensive method is the latter 
approach – identifying the change in impacts when 
moving from one intervention to another. 

Due to the numerous and diverse potential impacts 
of household energy and health interventions, it 
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is useful to categorize different types of impact. 
These are summarized in Table 9. An important set 
of economic impacts are related to health:

1. Health effects
These essentially include the changes in health-
related quality of life, and changes in life expect-
ancy (quantity) associated with an intervention. As 
stated in chapter 1, exposure to IAP is associated 
with a number of respiratory diseases, in particular 
acute lower respiratory infection (ALRI), chronic 
obstructive pulmonary disease (COPD) and lung 
cancer (from coal smoke) (Smith & Mehta, 2003). 
Other health effects are not due to the smoke per 
se, such as burns and scalds from open fires and 
unsafe cooking arrangements. Changing the fuel 
source, in particular switching from collected to 
purchased fuels, could reduce the risks from carry-
ing heavy loads and dangers from mines, snakebites 
and violence during fuel collection. However, the 
inclusion of these potential health impacts needs 
to be based on the best scientific evidence avail-
able. Health impacts whose association with expo-
sure to indoor air pollution is uncertain should, in 
general, be excluded. For example, WHO’s global 
cost–benefit study included only ALRI in children 
under 5 years of age, and COPD and lung cancer 
in adults over 30 years of age, i.e. those health out-
comes for which the scientific evidence is strongest 
(Hutton et al., 2006).

2. Health expenditure 
The impacts on health of changes in household 
energy practices are also associated with changes 
in expenditures for preventive and curative (treat-
ment) health care. Health expenditures can fall on 
the government (subsidized care through a public 
health system), the patient (fee for service, and non-
service costs such as transport and food), or the 
patient’s employer or health insurance company. 
In addition to expenditure on health for patients, 
other economic impacts are associated with treat-
ment-seeking, such as income loss or productive 
time loss. More indirectly, health expenditures – if 
they reduce mortality or disability – are associated 
with extended life expectancies. It is important, 
however, to include the health-related expendi-
tures only where the underlying health impact has 
been included in the CBA (see point 1 above).

3. Health-related income effects
Health impacts due to an intervention also have 
implications for the number of days lost from daily 
activities. Such daily activities can include income-
earning activities (formal employment, informal 
employment or self-employment), other produc-
tive activities in the household or on the land (e.g. 
subsistence agriculture or childcare), leisure time 
or school attendance (for children). The realiza-
tion of these impacts can be both immediate (e.g. 
income) and distant (e.g. the impact of school 
attendance on educational attainment). In addi-
tion to the direct impact on productive days gained 
due to an episode of illness avoided, there are also 
longer-term effects on production and income from 
the extended years of life. Again, it is important to 
include only the health-related effects on income 
where the underlying health impact has been 
included in the CBA (see point 1 above). 

A second set of impacts are the non-health related 
ones that result directly from adopting household 
energy and health interventions:

4. Time impacts
Depending on the fuel source, households can 
spend considerable time collecting, preparing and 
using fuels. The impact on time required for fuel 
collection relates mainly to changing from wood 
and dung, which are mostly collected (and prepared 
in the case of dung cakes) by households from the 
local environment. These fuels may also be col-
lected and sold to generate an income. Depending 
on demand and local availability, people may need 
to travel for hours every week to collect sufficient 
amounts of fuel. Other types of fuel, such as coal 
and charcoal, are generally purchased, but consid-
erable time may still be required for travelling to 
the nearest supplier. In terms of time required for 
fuel use – mainly for cooking – lower-grade fuels 
and stoves burn less completely and generate less 
heat than higher-grade fuels and stoves, thereby 
increasing cooking times. Switching from a one-pot 
to a two-pot stove, for example, allows two dishes 
to be cooked at the same time. Indoor air pollution 
deposits soot on pots and walls. Anecdotal evidence 
suggests that women value interventions that keep 
their environment soot-free as these reduce the 
time they have to spend cleaning.
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Table 9.	 Summary of potential positive and negative impacts of household energy and  
	 health interventions 

Impact	 Possible positive impacts	 Possible negative impacts

Direct impacts related to health

Health effects	 Multiple health benefits of reduced 	S witching to kerosene can increase the risk of 
	 exposure to indoor air pollution, fewer 	 children being poisoned and of burns, scalds 
	 accidents with open fires, and reduced 	 and explosions (depending on conditions of 
	 hazards during fuel collection.	 kerosene storage and use).

Health expenditure	C ost savings related to less ill health 	C osts related to more ill health (depends on 
	 (depends on use of services).	 use of services).  
		C  osts of health care in extended life period.

Health-related 	I mpact on income of avoided illness	I mpact on income related to more ill health 
income effects	 (depends on severity and duration of illness 	 (depends on severity and duration of illness 
	 and type of employment).	 and type of employment). 
	I ncome earned in extended years of life.	

Direct impacts not related to health

Time impacts	H ouseholds moving up the energy ladder or  
	 using more fuel-efficient stoves will spend  
	 less time collecting fuel. More efficient fuels  
	 or more fuel-efficient equipment will reduce  
	 cooking time. 	

Household environment	A n electricity connection or more natural light  
	 allows more educational and productive  
	 activities during daytime and evening. Cleaner  
	 fuel or equipment alternatives can improve  
	 the quality of the living environment, and  
	 reduce time spent on cleaning.	

Fuel and equipment cost	T he use of more efficient fuel types and 	S witching to purchased fuel will increase 
	 equipment may reduce fuel costs (if more 	 recurrent household costs. 
	 inefficient fuel alternatives were purchased 	A n improved stove must be purchased. 
	 before the intervention, e.g. in urban slum 	I ncreased use of units may increase fuel bill. 
	 settings).	

Indirect impacts related to the Environment

Environmental impacts	E nvironmental impacts depend on local	S ome fuel changes may have an impact on 
at the local level 	 factors, such as availability of fuel wood 	 the local environment. For example, the 
	 and sensitivity to environmental damage.	 production of modern biomass fuels such as  
		  ethanol or plant oils results in changed  
		  patterns of land use. 

Environmental impacts at 	O verall net impact depends on change in net greenhouse gas emissions resulting from 
the global level 	 the intervention. This depends on whether the fuel is harvested renewably.
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5. Household environment
Changing household energy practices can have 
many effects, such as:

•	 Lighting. There may be an impact on the level of 
lighting available for accomplishing household 
activities. For example, a new window lets in 
more light in the daytime; an improved source 
of lighting extends the number of hours avail-
able for productive activities or studying.

•	 Ergonomics. Household energy and health inter-
ventions may have an impact on ergonomics 
related to cooking and carrying, and thus health 
outcomes. Carrying heavy loads may be asso-
ciated with an increased risk of prolapse, and a 
more accessible source of fuel will reduce labour 
burdens and associated health risks. Women 
have also reported experiencing less back pain 
when using an improved stove that is raised 
above floor level.

•	 Hygiene practices. These may change in response 
to a cleaner environment, including changes in 
food drying habits.

•	 Electricity. The availability of electricity enables 
the operation of machinery that runs more reli-
ably or efficiently on electricity, or may encour-
age the purchase of new equipment, such as a 
refrigerator, thus improving food safety.

6. Fuel and equipment cost
A major impact of changes in fuel sources and 
stove efficiency is the change in the proportion of 
the household budget spent on fuel. The net impact 
on household budget can be positive or negative, 
depending on fuel use before an intervention is 
introduced. The calculation of impact requires 
information on the quantity of fuel currently col-
lected by the household or purchased on the mar-
ket; the efficiency of the fuel and the stove; the 
consumption of fuel for different uses such as cook-
ing and space heating; and the unit cost of the fuel. 
These same variables must be calculated for the 
new type of fuel used or new technology adopted. 
However, given that the fuel switch or purchase 
of an improved stove are part of the intervention, 
it is possible to deduct any fuel cost savings from 
the gross intervention costs (in the denominator of 
the benefit–cost ratio), to produce the net interven-
tion cost. It is also methodologically acceptable to 

include these savings in the economic impact (in 
the numerator of the benefit–cost ratio). 

A third set of impacts represent the less direct 
consequences of adopting household energy and 
health interventions. These apply only in relation 
to switching to cleaner, more efficient fuels or in 
relation to improved stoves that reduce emissions 
and increase fuel efficiency. These impacts are 
largely of a public nature where public resources 
that are freely available and consumed in an 
unregulated way are depleted more rapidly than 
if they were in private hands. While this phenom-
enon, also referred to as the “tragedy of the com-
mons” by economists, may not have immediate 
consequences for households and businesses (such 
as agriculture), such unregulated behaviour will 
eventually have negative implications for people 
(as well as for biodiversity and the animal king-
dom). The impact may, however, not be felt for a 
very long time. Related intervention impacts can 
occur at two principal levels:

7. Environmental impacts at the local level
Environmental damage at the local level results 
from biomass harvesting for fuel purposes. 
Increased demand for fuel (e.g. through popula-
tion growth) or reduced availability of fuel may 
add to deforestation and land degradation, and 
increase the risk of natural disasters, such as floods 
and landslides. Insufficient availability of fuel may 
also cause people to change to lower-grade fuels, 
such as dung and crop residues, depriving soil of 
its natural fertilizer to the detriment of agricul-
tural production. Ultimately, these impacts on the 
local environment can have important health and 
economic implications. Some household energy 
and health interventions counter these effects by 
reducing the need for biomass fuel through higher 
energy efficiency (e.g. a fuel-efficient stove) or by 
eliminating the use of dung and wood altogether 
(e.g. switching to a cleaner fuel).

8. Environmental impacts at the global level
Environmental damage occurs at the global level 
through the release of greenhouse gases produced 
during fuel combustion. This damage is caused by 
two different mechanisms:

•	 When fuel is not harvested renewably, the  
carbon dioxide released during burning is a net 
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addition to greenhouse gases in the atmosphere. 
This is always the case with fossil fuels, but can 
also occur when wood and other biomass fuels 
are harvested in a non-renewable fashion. 

•	 Even when a fuel is renewably harvested, solid 
fuels can be net greenhouse gas emitters if they 
are inefficiently combusted in open fires or  
simple stoves and emit products of incomplete 
combustion (PIC). 

If a fuel is not both renewably harvested and effi-
ciently combusted, its use will produce a net con-
tribution to global warming. Consequently, any 
household energy and health intervention that 
improves fuel combustion, reduces fuel use or 
includes a reforestation scheme will contribute to a 
reduction in greenhouse gas emissions.

It should be noted that environmental impacts are 
the least certain of all intervention impacts, not 
only in terms of their size, but also in terms of who 
is affected.

A salient feature of all eight categories of impact is 
the range of agents affected, and the complex chains 
of causation. Therefore, it is recommended that 
empirical data are disaggregated by gender, age, and 
income or poverty level, and that the causal links are 
understood and described. As pointed out earlier, 
women and young children are most likely to expe-
rience the benefits that accrue through improved 
health. However, when valuing these benefits in 
economic terms, the impacts on these groups may 
be considerably undervalued if traditional economic 
valuation techniques such as the human capital 
approach are used (see section 6.4). 

On the other hand, the non-health benefits to the 
household accrue not only to women and children 
(i.e. through reductions in time spent collecting 
fuel or cooking), but also to those members of the 
household who are most likely to use electricity 
and other commercial fuels for income-generating 
activities. These benefits can be enjoyed equally 
by both men and women. As the poorest house-
holds most frequently lack access to electricity, it is 
probable that such interventions will be of greatest  
benefit to the poor. 

6.2	 Sources of data on impact 
6.2.1	 Overview
Sources of data on the impacts of household energy 
and health interventions will depend on the impact 

being measured. Table 10 summarizes various  
possible data sources. The main types of informa-
tion sources are discussed below.

Given the complexity of economic evaluation 
studies, which combine both epidemiological and 
economic components, a range of approaches are 
possible, which combine different sources of data. 
Based on the three major sources of information 
– routine, periodic and special surveys or studies 
– four levels of evidence are distinguishable: pri-
mary data collected from a study set up to answer 
the specific research questions; secondary sources 
from the literature selected based on relevance 
and convenience; studies synthesizing published  
studies; and modelled data or assumptions. A 
summary of their performance is presented below; 
most cost–benefit studies draw on several if not 
all of these data sources to obtain information 
on intervention impacts. Some of the points that 
should be borne in mind when using the various 
sources are listed below.

Primary studies
•	 Internal validity can be influenced by the analyst.

•	 Transfer of trial results to real life can be prob-
lematic, depending on whether the study design 
is pragmatic.

•	 Primary studies usually do not involve long-
term follow-up of impacts.

•	 Collection of primary data is associated with a 
high research cost.

	
Secondary studies
•	 Internal validity needs to be assessed before the 

results of secondary studies from other contexts 
are used.

•	 External validity should be examined on a case-
by-case basis, and adjustments made where 
necessary.

Synthesis studies
•	 Where several good-quality studies are avail-

able, the results of a meta-analysis give more 
accurate and precise estimates of impact.

•	 Problems with the interpretation of results 
may occur when evidence is synthesized from  
heterogeneous studies.

6. Impact Estimation
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Table 10.	 Overview of sources of data on intervention impacts 

Impact	 Data type	 Data sources

Direct impacts related to health

Health effects	 –	T ype and incidence of illness	 –	H ealth information system 
	 –	D uration and severity of illness	 –	H ousehold health survey 
	 –	 Mortality by cause	 –	S entinel surveillance site 
			   –	E xperimental study

Health expenditure	 –	H ealth facility coverage	 –	H ealth information system 
	 –	U se and cost of services, including outpatient 	 –	N ational health accounts 
		  and inpatient care	 –	F acility survey 
	 –	U se and cost of transport	 –	 Patient (exit) survey 
	 –	T ime lost due to health care seeking	 –	H ousehold survey			 
			   –	C ompany survey 
			   –	E xperimental study

Health-related income 	 –	T ime lost due to illness	 –	H ousehold questionnaire 
effects	 –	I ncome lost due to illness	 –	 Patient (exit) survey 
	 –	T ime use patterns (fuel collection, cooking)	 –	S entinel surveillance site		
			   –	E xperimental study

Direct impacts not related to health

Time impacts	 –	T ime use patterns (fuel collection, cooking)	 –	H ousehold questionnaire 
	 –	V alue of time or wage rates	 –	O bservational study 
	 –	A lternative time uses	 –	F ocus group discussion 
			   –	N ational wage tables

Household environment	 –	E ducational activities	 –	H ousehold questionnaire 
	 –	 Productive activities	 –	O bservational study 
	 –	C leaning activities	 –	F ocus group discussion 
	 –	E rgonomics 
	 –	L ight availability	

Fuel and equipment cost	 –	F uel efficiency	 –	 Product information 
	 –	U nits of fuel use	 –	H ousehold questionnaire 
	 –	C ost per unit of fuel use	 –	 Market data (prices and sales) 
	 –	C hanges in fuel use 
	 –	N umber of meals cooked per day

Indirect impacts related to the Environment

Environmental impacts	 –	F uel availability and collection practices	 –	E nvironmental survey 
at the local level 	 –	E nvironmental impact (e.g. rate of 	 –	H ousehold questionnaire 
		  deforestation or land erosion)	 –	F ocus group discussion 
	 –	A gricultural output	 –	O bservational study 
			   –	A gricultural statistics

Environmental impacts 	 –	R enewable fuel harvesting	 –	H ousehold questionnaire 
at the global level	 –	 Greenhouse gas emission	 –	 Global literature, databases
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•	 Methods for the synthesis of epidemiological 
evidence are more advanced than those for eco-
nomic evidence.

•	 Synthesis studies can be costly to conduct (cost 
increases with the number of studies included).

Modelling studies
•	 The representation of reality in a model may 

be questionable, and thus the reliability of esti-
mates is relatively low.

•	 Advanced methods of sensitivity analysis can 
help provide a more robust assessment of the 
implications of lack of precision in selected input 
variables.

•	 Modelling studies draw on a range of data sources 
to yield the best input data for the model.

	
6.2.2	 Routine information sources
Data from routine information sources is of high 
reliability and tends to be the cheapest to obtain. It 
is usually available on a monthly or on an annual 
basis. In some countries, however, data quality 
may be low due to poorly functioning government 
information systems. 

Health information systems. Data from the health 
information systems in developing countries are 
often of variable quality, sometimes due to poor 
data entry and incomplete, irregular transmission 
of data to higher levels of administration. Infor-
mation is usually available on reported diseases. 
Owing to the lack of diagnostic tools at primary care 
level, and the poorly functioning referral systems of 
many countries, data from health facility records on 
the numbers of reported cases and deaths by cause 
may not be reliable. Moreover, cases of illness often 
go unreported in health facilities as people may 
not seek treatment at modern facilities or they may 
self-treat. Furthermore, in some countries signifi-
cant proportions of the population also seek treat-
ment from traditional practitioners.

National wage data. National wage data are rou-
tinely available, and updated annually.

Market data on sales. Sales data may only be availa-
ble for larger companies that are registered for tax-
paying and that provide sales information. Data 
on the sales volume of imported products are the 
most accurate because of the additional reporting 
mechanisms in place for imported goods.

Agricultural statistics. Agricultural statistics are 
often available from the national census bureau, 
and include information on production, sales, 
imports, exports and labour force.

Global databases on greenhouse gas emissions. Some 
data on greenhouse gas emissions are available 
by sector (e.g. transport, agriculture and domestic 
energy), from national reports to the United Nations 
Framework Convention on Climate Change.

Product information. For registered products, infor-
mation on their characteristics, such as combustion 
efficiency, should be routinely made available. 

6.2.3	 Periodic information sources
National health accounts. National health accounts 
are drawn up annually in some countries; in other 
countries, they tend to be done irregularly, every 
few years. National health accounts state the main 
sources of health expenditure in a country in a 
given year, and where this money is spent (e.g. in 
public/private or primary/secondary facilities). The 
information is not fully representative of a country, 
but samples are taken throughout the country. The 
information is cross-validated with government 
accounts and the receipts of facilities, and some-
times involves a household survey component.

Household questionnaires. Household question-
naires are increasingly being used throughout the 
developing world, to capture quality of life and con-
sumption indicators at the micro-level of society. 
The questionnaires can be focused on economic 
indicators (e.g. household budget surveys), popu-
lation demographics (census), or specific aspects 
of quality of life (e.g. health and demographic 
surveys). National household surveys are usu-
ally conducted on a large scale and designed to be  
representative at the national and often at the 
subnational level. Household questionnaires also  
collect large amounts of information, although 
often not specific enough for use in answering a 
particular research question such as on the impacts 
of indoor air pollution.

6.2.4	 Special surveys or studies
Sentinel surveillance. Sentinel surveillance sites are 
specified areas where surveys are regularly con-
ducted to collect detailed information about specific 
aspects of a population, in particular their health. 
These surveys therefore provide more accurate 

6. Impact Estimation
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data than health information systems for studies 
trying to understand population health. However, 
considerable financial and human resources are 
required to conduct them.

Special household surveys. For the purposes of a 
research study on a specific question that is not ade-
quately addressed in existing household surveys, 
a separate household survey could be conducted. 
In some cases, it may be possible to utilize the 
sampling frame of an existing household survey, 
thereby linking the newly collected information to 
other existing information.

Company surveys. These can be targeted at compa-
nies that are expected to benefit from an interven-
tion, ideally before and after the intervention takes 
place. However, such surveys require the company 
to collect data routinely on the variables of interest, 
such as health expenditures by disease, or numbers 
of days of absence of workers by disease.

Patient exit survey. Patient exit surveys are con-
ducted with patients after they have completed their 
visit to a health facility. Such surveys are useful as 
they capture the characteristics of a specific target 
population. Furthermore, the answers are usually 
a reliable source of information, as they are asked 
immediately after the health visit, thereby mini-
mizing recall bias. However, exit surveys can be 
affected by response problems when people do not 
feel comfortable about responding truthfully to the 
interviewer, or when the purpose of the interview 
is misunderstood. For example, if patients expect 
to gain by misrepresenting the costs they incurred, 
they may claim to have paid more than they did. 
Special patient surveys require resources to con-
duct data collection and analysis, yet they provide 
only a small part of the total data on impacts.

Focus group discussions. There is an added value of 
community members discussing certain changes 
(e.g. in time use, cleanliness) and reaching a con-
sensus on general community-level impacts. This 
information can also be useful for interpreting  
values derived from quantitative surveys.

Observational studies. Observational studies are 
useful to measure the time required for specified 
activities, and they provide more accurate infor-
mation than household interviews. However, the 
presence of researchers may influence the amount 
of time people allocate to different tasks. Further-
more, sufficient samples are required to make 
sure that variability is adequately captured, mak-

ing observational studies very research-intensive 
undertakings.

Experimental studies. Experimental studies, such 
as randomized controlled trials, are used to deter-
mine the health effects of an intervention, in par-
ticular changes in the morbidity and mortality 
due to childhood pneumonia. Randomization and 
blinding of researchers are employed to reduce 
the possibility of bias (e.g. a physician diagnosing 
childhood pneumonia should not know whether 
the child being examined lives in a home using 
solid fuels or cleaner fuels). Owing to the presence 
of confounding factors, experimental studies often 
require large samples and long-term intensive  
follow-up, making them expensive to conduct.

Expert opinion. As stated in chapter 5, expert opinion 
is based on the knowledge of selected individuals 
familiar with the likely impact of an intervention. 
Expert opinion is particularly useful in sensitivity 
analysis, where ranges on variable means (or con-
fidence intervals) have to be chosen. It is a useful 
and inexpensive fall-back method, but is the least 
reliable of all the data sources.

6.3	 Impact quantification
6.3.1	 Overview
The main data needs and data sources are used 
as the basis for the quantification of intervention 
impacts. Table 11 shows the “units” required to cal-
culate the various impacts. 

6.3.2	 Health benefits and health service use
One of the difficulties in considering the wide range 
of health effects in Table 11 is the highly variable 
nature and quality of evidence. The body of epide-
miological evidence linking exposure to IAP with 
different health effects was discussed in sections 
1.1 and 6.1. In addition, evidence of the impacts 
of different interventions on selected health out-
comes is required. The most robust evidence on 
the impacts of interventions is derived from a ran-
domized controlled trial, or a quasi-random trial. 
These studies are difficult to conduct in the field 
of household energy and health. Furthermore, the 
necessity of meeting strict research design criteria 
may result in an intervention that is more tightly 
controlled and delivered than if diffused more 
“naturally” through community development and 
market mechanisms.
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Table 11.	 Data required for quantification of impacts

Impact category	 Variables or elements	 Specific data needs for quantification

Direct impacts related to health

Health status	H ealth-related quality of life	 –	T ype of illness 
		  –	D uration of illness, by type 
		  –	I mpact of illness on quality of life

	H ealth-related quantity of life	 –	R ate of illness, by age/gender 
		  –	C ase fatality rate, by illness type and  
			   age/gender

Expenditure and time for 	H ealth service use of those with diseases	 –	C ases of illness, by type 
health-care seeking	 caused by exposure to IAP, or injuries due 	 –	N umber of consultations per case, by 
	 to fuel use (burns, poisoning, injuries during 		  illness type 
	 fuel collection)	 –	N umber of hospital admissions per case,  
			   by illness type

Time gained due to less 	R educed morbidity	 –	T ime gained per illness prevented,  
illness and death			   by illness type 
		  –	U se of time gained for activities

	R educed mortality	 –	N umbers of premature deaths, by age  
			   and gender

Direct impacts not related to health

Impact on time use	T ime spent collecting or purchasing fuel	 –	C hanges in amount of time per person  
			   per day

	T ime spent cooking	 –	C hanges in amount of time per person  
			   per day

Changes in household 	I mpact of improved lighting on education	 –	C hanges in education activities 
environment	 activities

	I mpact of improved lighting and availability 	 –	C hanges in production activities 
	 of electricity on household production  
	 activities

	I mpact on ergonomics related to cooking 	 –	R elated health complaints, and impact 
	 and carrying fuel		  on quality of life

	I mpact on household cleanliness and 	 –	R elated health complaints, and impact 
	 hygiene, and need for cleaning		  on quality of life 
		  –	T ime spent cleaning 

Fuel savings 	I mpact on fuel use and cost of fuel due to 	 –	C hanges in fuel use, by type 
	 switch in fuel type or stove technology

Indirect impacts related to the environment

Quality of local environment, 	E xtent of deforestation	 –	C hanges in tree or forest cover
future capacity
	C hanged environment (e.g. soil fertility) and 	 –	C hanges in land use and agricultural output 
	 risks of disasters (e.g. flooding, landslides)	 –	C hanges in risk of disaster

Quality of global environ-	C ontribution of local area to greenhouse	 –	C hanges in fuel burned, by type 
ment, future capacity	 gas emissions

IAP, indoor air pollution.
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For the range of health impacts that are unrelated 
to IAP (see sections 1.1 and 6.1), the evidence 
available is even less consistent. Although there 
have been some scientific studies of communi-
ties and groups of patients (for example children 
with burns, or kerosene ingestion in hospitals), the 
“evidence” is drawn from a mixture of anecdote, 
case-studies (for which the methods for informa-
tion gathering are often unclear), and the verbal 
or written experience of people working in the  
various settings. Yet, these effects are very impor-
tant, and together may have the potential for as 
great an impact on health and well-being as the 
more easily identifiable and better-studied effects 
of exposure to IAP. 

Given the difficulties in scientifically evaluating 
the health impacts of interventions to reduce IAP, 
it is necessary to combine knowledge from a wide 
range of sources of varying reliability. Stories and 
practical experience should not be dismissed out 
of hand just because they are “unscientific”. On 
the other hand, it is important not to let reports of 
benefits that might have been significant in specific 
circumstances become accepted as generalizable 
truths.

The amount of time lost due to morbidity and mor-
tality is quantified as follows:

Morbidity. The number of cases of illness averted is 
multiplied by the average duration of illness. As this 
approach assumes a 1 to 1 relationship between the 
illness and the number of days worked, it raises the 
question of whether the value of avoided days of 
work loss due to illness should be based on actual 
days of work loss, or on days of illness. For exam-
ple, WHO’s global CBA assumed a 5-day working 
week (Hutton et al., 2006). In social welfare terms, 
however, the value of improved health extends 
beyond whether or not the person works. 

Mortality. The number of deaths averted in each age 
category is multiplied by the life expectancy within 
each age category. If the intervention alters the age-
specific life expectancies, the population in each 
age category should be multiplied by the change in 
life expectancy within that age category. 

6.3.3	 Time use
Ideally, time use should first be presented in 
number of hours or days and then be valued in 
monetary units, due to the assumptions associated 

with valuing the time inputs or time savings asso-
ciated with household energy interventions. This 
approach lends transparency to the analysis, and 
can provide additional information to decision-
makers interested in changes in the time use of 
specific population groups.

It may be necessary to draw on a variety of sources 
to estimate time use. Currently, gender surveys 
ask about the main activities of women and some 
household economic surveys, such as the World 
Bank’s Living Standard Measurement Study, 
enquire about fuel sources and use of time by 
adults. For example, a World Bank survey in India, 
covering six states, compared time use of women 
between households with and without electricity 
provided by a grid (World Bank, 2000). Additional 
household surveys or focus group discussions may 
be necessary, especially if there are doubts about 
the reliability of routinely conducted surveys.

6.3.4	 Household environment
Changes in the household environment may have 
noticeable but difficult-to-quantify impacts on the 
household. Some aspects of the intervention, such 
as stove features and placement, will have already 
been captured under health effects (e.g. changed 
risk of injuries due to burns, reduced exposure to 
IAP). Other aspects, such as less soot deposited 
on pots and household surfaces, or the lighting 
conditions of the living areas, will not have been 
captured. The analyst will need to decide on the 
most directly associated economic impact of these 
aspects. For example, dirty pots require extra time 
and materials for cleaning, and may need to be 
replaced sooner than pots used for cooking with gas 
or other cleaner fuels. Improved lighting associated 
with more windows for ventilation or connection 
to a supply of electricity will increase opportuni-
ties to work (e.g. deskwork for professionals and 
homework for schoolchildren) and read inside (for 
leisure or adult education), as well as having a posi-
tive effect on the general quality of life. When valu-
ing these welfare benefits, it is crucial to describe 
all assumptions clearly.

6.3.5	 Fuel savings
Another main focus of household energy and 
health interventions is increased fuel efficiency. 
Any impact on existing fuel use patterns therefore 
becomes a crucial variable to be included. Given 
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the variability in fuel prices over time, and the non-
market features of some fuels (such as firewood), 
it is important to quantify such changes before 
valuing them in economic terms. The appropriate 
physical unit needs to be chosen – in some cases 
it will be the weight of the fuel in kilograms, while 
in other instances it may need to be converted to 
another unit, such as numbers of journeys per day 
for fuel collection (and average weight of fuel in 
kilograms collected per journey). For cooking fuels 
where some measures are available as weights (e.g. 
US$ per kg) and others in litres (e.g. greenhouse 
gas emissions per litre and heat emissions per 
litre), a conversion is necessary between the two 
physical measures. 

6.3.6	 Environmental impacts
As illustrated in Table 9, the environmental impact 
can be measured at both the local and global levels. 
The local environmental impact is associated with 
loss of tree cover, which has implications at certain 
thresholds (e.g. landslides due to erosion, or deser-
tification at the immediate local level; outdoor air 
pollution, weather system changes and flooding at 
a wider local level). In this case, it is necessary to 
measure the number of trees lost and/or the equiva-
lent loss of tree volume (m3) and tree weight (kg). 
Where a link is made between tree loss and proba-
bility of events such as landslides, the change in risk 
used must be taken from credible literature sources 
or expert judgement. An alternative and simpler 
method for assessing the economic implications 
of local environmental impact is to determine how 
many trees would need to be planted to replace 
those lost. Hence the impact of less consumption 
of firewood or charcoal is to reduce the need for 
tree-planting schemes. On the other hand, dung 
and other agricultural residues can be quantified 
according to the equivalent weight of fertilizer to 
estimate the value lost in using agricultural resi-
dues for fuel instead of returning them to the soil.

The global environmental impact is associated 
with emission of greenhouse gases (GHGs) due to 
the incomplete combustion of fuel used for domes-
tic cooking purposes. Therefore, the value of dif-
ferent fuel and stove options is the extent to which 
they reduce emission of GHGs relative to cur-
rent practices. While on a fuel-weight basis, fuel 
options other than biomass do not necessarily emit 
less GHGs, modern fuels burn considerably more 
efficiently owing to a more directed flame, better 

user control during cooking, and less heat loss dur-
ing lighting the fire and putting it out (before and 
after the cooking process). Hence, the analyst will 
need to measure the weight or volume of fuel used 
in each fuel and/or stove intervention, and apply 
values for the emission of GHG per kg or per litre 
of each fuel, as done in WHO’s global cost–benefit 
study (Hutton et al., 2006). Relevant GHGs include 
carbon dioxide, methane, carbon monoxide, nitro-
gen dioxide and black carbon. The analyst should 
be pragmatic and include the GHGs with the 
most impact, or that show the greatest differences 
between fuel options. The global study chose to 
include only carbon dioxide and methane, as these 
are the only two GHGs currently included in the 
Clean Development Mechanism under the Kyoto 
Protocol. However, this narrow selection will 
undervalue the overall benefits of reducing the use 
of inefficient fuels and stoves (Hutton et al., 2006).

6.4	 Impact valuation
6.4.1	 Overview
In social CBA, valuation means the measurement 
of a cost or impact in monetary units, and the 
assessment of the economic value of the resource 
consequences. While the inclusion of all impacts is 
important for making appropriate policy decisions, 
not all impacts can be easily valued (Arrow et al., 
1996). As described above, the choice of benefits 
for inclusion should, in part, depend on whether 
the benefits can be quantified and eventually  
monetized. However, if the methods for valuation 
are very unreliable, it may be preferable to leave the 
impacts in “natural” (non-monetary) units. Table 
12 provides a summary of those variables for which 
economic values are required; please refer to Table 
11 for information on the specific data needed for 
quantifying impacts.

Various methods exist for valuing economic benefits, 
which are further discussed in this section under 
three main approaches: the human capital approach 
(including market prices), revealed preferences 
and contingent valuation (Hanley & Spash, 1993; 
Organisation for Economic Cooperation and Devel-
opment, 1995; Drummond et al., 1997; Postle, 1997). 
In choosing an appropriate valuation approach, the 
methods should be compared using criteria, such as 
reliability, precision, generalizability, time period 
and cost. Table 13 summarizes the recommended 
valuation methods for different impacts.

6. Impact Estimation
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Table 12.	 Data required for valuation of impacts

Impact category	 Variables or elements	 Specific data needs for economic valuation

Direct impacts related to health

Health status	H ealth-related quality of life	 –	S ee below under “Time gained due to less
			   illness and death”
	H ealth-related quantity of life	

Expenditure and time for 	H ealth service use of those with diseases	 –	C onsultation cost, based on unit cost of 
health-care seeking	 caused by exposure to IAP, or injuries due 		  outpatient and inpatient services 
	 to fuel use (burns, poisoning, injuries 	 –	T reatment cost, by type of illness and 
	 during fuel collection)		  severity 
		  –	T ransport cost, based on mode of transport  
			   and distance 
		  –	O ther costs per visit or admission, such  
			   as food 
		  –	V alue of time per unit (hour, day)

Time gained due to less 	R educed morbidity	 –	V alue of time, for activities identified
illness and death
	R educed mortality	 –	I ncome stream for each age group  
			   (mid-age group) 

Direct impacts not related to health

Impact on time use	T ime spent collecting or purchasing fuel	 –	V alue of time, per person, based on  
			   activities undertaken

	T ime spent cooking	 –	V alue of time, per person, based on  
			   activities undertaken

Changes in household 	I mpact of improved lighting on	 –	V alue of change (per hour) 
environment	 educational activities

	I mpact of improved lighting and 	 –	V alue of change (per hour) 
	 availability of electricity on household  
	 production activities

	I mpact on ergonomics related to cooking 	 –	V alue of reduced morbidity 
	 and carrying fuel

	I mpact on household cleanliness, hygiene, 	 –	V alue of reduced morbidity 
	 need for cleaning	 –	V alue of time

Fuel savings	I mpact on fuel use and cost of fuel due to 	 –	U nit prices of different fuels 
	 switch in fuel type or stove technology

Indirect impacts related to the environment

Quality of local environment,	E xtent of deforestation	 –	K ilometres squared
future capacity
	C hanged environment (e.g. soil fertility) 	 –	V alue of changes in land use 
	 and risks of disasters (e.g. flooding, 	 –	C ost of disasters 
	 landslides)	

Quality of global environment, 	C ontribution of local area to GHG	 –	 Market value per tonne of emission 
future capacity	 emissions		  reduction units, by GHG type

IAP, indoor air pollution; GHG, greenhouse gas.
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Scientific considerations, however, must also be 
balanced with pragmatic ones, given that some 
methods require considerably greater data collec-
tion efforts than others. As indicated in Table 13, 
the human capital approach and contingent valua-
tion method are the most widely recommended for 
impact valuation, and in most cases either can be 
used. Where markets do not exist and a proxy mar-
ket value (e.g. using the human capital approach) 
is too unreliable for measuring the impact in ques-
tion, the contingent valuation method is preferred. 
Hence, in most cases, improved health, conve-
nience, amenity, prestige and non-use impacts are 
best valued using the contingent valuation method. 
At the same time, the weaknesses and potential 
flaws of the contingent valuation method must be 
well understood (see section 6.4.4).

6. Impact Estimation

Table 13.	 Recommended methods for valuing impacts

Type of benefit	 Human capital and 	 Revealed	 Contingent	
	 market prices	 preference	 valuation

Health-related Impacts

Improved health-related quality of life	 (3)		  3

Increased length of life	 (3)		  3

Medical costs avoided	 3		  (3)

Reduced time spent in health care	 3		  (3)

Reduced travel costs for health care seeking	 3		  (3)

Reduced avertive expenditure	 (3)	 3	 (3)

Increased productivity	 3		  (3)

Reduced sick leave	 3		  (3)

Impacts not related to health

Time gains	 3		  (3)

Fuel savings	 3		  (3)

Increased home production	 3		  (3)

Increased education opportunities	 3		  (3)

Reduced damage to environment	 (3)		  3

Increased convenience	 (3)	 (3)	 3

Increased amenity	 (3)	 (3)	 3

Prestige			   3

Non-use, existence and bequest			   3

3, preferred method; (3), second-best method or method for certain types of benefit.

Where a market exists (e.g. fuel savings) or an 
adequate proxy value is readily available (e.g. value 
of increased productive time using average wage 
or minimum wage), resource prices can be used, 
although their weaknesses should also be noted 
(see section 6.4.2). Occasionally the revealed pref-
erence method can give more reliable estimates 
than the human capital and contingent valuation 
approaches (see section 6.4.3).

6.4.2	 Human capital approach
Health-seeking behaviour can be viewed as an 
investment in a person’s human capital (or value). 
The payback on an investment could be measured 
as the person’s renewed or increased production 
in the marketplace (Drummond et al., 1997). The 



48

Guidelines for conducting cost–benefit analysis of household energy and health interventions

human capital approach uses market prices from 
the labour market to value changes in health states 
for their duration:

•	 For morbidity, improved health is valued using 
approximations of the value of the increased pro-
ductivity of individuals through fewer work-loss 
days (WLD) or restricted-activity days (RAD). 

•	 For premature mortality, avoided death is valued 
using the discounted sum a person would have 
earned if he or she had not died. For those not yet 
in the workforce, the current value for the future 
income stream is further discounted to account 
for the lag before these population groups start 
earning.

For interventions that affect people’s time use, such 
as the impact on fuel collection time, the human 
capital approach is equally suitable.

While this approach is relatively simple and repre-
sents the valuation method most extensively used 
in the health-care literature (Zarnke et al., 1997), 
it has a number of disadvantages. First, it is not 
consistent with the theoretical foundations of CBA 
(that is, welfare economics) (Mishan, 1971; Free-
man, 1993; Hanley & Spash, 1993). Wage impacts 
at the individual or household level do not reflect 
changes in individual welfare, nor do they reflect 
changes in societal welfare when aggregated. The 
approach does not provide information about what 
society (whether the individual or the govern-
ment) would be willing to pay to obtain given time 
savings or a given reduction in the probability of 
loss of life. At the individual level, welfare effects 
depend not only on the absolute wage (or produc-
tion) gains, but also on the starting wage level, due 
to the declining marginal utility of consumption as 
income rises. Furthermore, individuals value not 
only their wage-earning time, but also time for the 
pursuit of other activities. 

Second, the human capital approach does not value 
pain and suffering or the individual’s own well-
being and preferences, nor does it take into account 
the shared sentiments of groups of individuals, 
such as a given community. 

Third, there is an aggregation problem. While it is 
relatively easy to predict the impacts of events at the 
individual level, it is not appropriate to simply aggre-
gate these impacts to reflect the overall impact at 
the level of society. One argument often used to 
prove how simple aggregation overvalues societal 

impact draws on unemployment, which, to differ-
ent degrees, is present in all societies. When unem-
ployment exists, if a worker falls sick and does not 
get better, he or she will be replaced. Therefore, the 
net economic loss to society of a worker falling sick 
and/or dying is less in a society with unemployment 
than it would be in a society with no unemploy-
ment. On the other hand, some characteristics of 
the labour markets of developing countries – such 
as subsistence farming, informal sector, seasonal-
ity of labour needs and high disease burden – may 
support the making of stronger assumptions on 
the impact of disease on the labour market. Hence, 
the net economic impact would need to be assessed 
on a case-by-case basis.

Fourth, there are some measurement difficulties 
with the human capital approach. The widespread 
existence of imperfections in labour markets means 
that the wage rate does not reflect closely the mar-
ginal productivity of labour. The wage rate measures 
the gross contribution of individuals to society 
and not their net contribution, the latter being the  
correct value to use from an economic perspective 
(i.e. production value minus consumption value). 

Fifth, there is a distributional argument against 
the use of wage rates to value time spent being ill. 
If the value used reflects the value of a person in 
the labour market, it implicitly undervalues those 
who are not part of the labour force, such as retired 
people and children. Hence, to avoid a strong bias 
against these population groups in the analysis, 
their time also needs to be valued.

While the above arguments suggest the use of a 
gross wage rate to value time, an opposing position 
argues that the number of workdays lost is not the 
only activity with a bearing on social welfare. Valu-
ing time spent on non-paid productive activities, 
such as homemaking and subsistence farming, 
would require the application of a shadow wage. 
The shadow wage can equal either the wage that 
such a person could earn in the formal sector, or 
it can equal the cost of replacing the homemaker 
with paid labour using the current market wage for 
the type of work undertaken. 

6.4.3	 Revealed preferences
Human behaviour can reveal preferences and thus 
economic value. Commonly used techniques to 
assess this include the household production func-
tion, the hedonic pricing method and the travel 
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cost method.� These are described briefly below, 
except for the travel cost method which is unlikely 
to be useful in valuing the impacts of interventions 
to reduce exposure to IAP.

The household production function approach values 
expenditure on activities or goods that substitute 
for, or complement, an environmental or health-
related good. The most relevant approach for valu-
ing reductions in IAP uses “avertive expenditures” 
(AE) that are made to reduce morbidity or mor- 
tality risks. For example, a household may react 
to the risks posed by smoke either by purchasing 
cleaner fuels or by improving ventilation, both of 
which involve changes in expenditure patterns and 
the use of time. However, some expenditures may 
not reflect a response to risk, and the motivation for 
the purchase decision may be different, for example, 
it may be for convenience purposes or to improve 
the quality of the household environment. 

The value of statistical life (VOSL) can be estimated 
by identifying the associated change in risk result-
ing from AE and multiplying it by the inverse of the 
change in risk 

VOSL = (1 / change in risk) x AE	 (4)

The approach requires surveys of individual 
behaviour that reveal the wage rates associated 
with different types of work that entail different 
risks. However, the results from these surveys are 
likely to be highly setting-specific and are related 
to the characteristics of labour markets as well as 
the many contextual factors that affect human 
behaviour.

The household production function approach 
could be applicable in the case of a change in fuel 
source. If households are willing to pay more for 
a cleaner or more efficient fuel and the associated 
investments (e.g. a stove and house alterations), 
the additional costs can be approximated as the 
value gained from time freed up plus the avoided 
health costs. However, this approach cannot easily 
separate the overall value gained from the different 
perceived improvements, such as health effects, 
time use and other effects on consumption. 

A study by Larson and Rosen has developed a 
methodological framework for identifying house-
hold demand for the control of IAP (Larson & 

�	 The travel cost method values the amount that people are 
willing to spend for amenity or leisure facilities which are 
created or improved by the interventions under evaluation.

Rosen, 2002). Using studies presenting monetary 
values of reductions in mortality risk from the non-
IAP literature, the authors disaggregate household 
demand into the health effect (child and adult) and 
the direct consumption effect. Based on the results 
from several countries, this study claims that the 
theoretical willingness to pay for control measures 
is relatively high, and considerably exceeds the 
costs.

The hedonic pricing method seeks to find a relation-
ship between the characteristics of a good and the 
prices of marketed goods. The prices paid for goods 
implicitly reflect the buyer’s willingness to pay for 
a particular attribute or to accept an increased risk. 
Examples of application of this approach include: 

•	 measuring the economic value of health by com-
paring similar jobs that have different health 
risks – that is, the higher wage acts as a reward 
for the employee accepting greater risk; and

•	 measuring the willingness to pay for charac-
teristics of property and housing, by comparing 
house prices in different areas and with differ-
ent facilities, or comparing houses with different 
features. 

However, the hedonic pricing method has various 
drawbacks including methodological flaws, model-
ling complexity and a shortage of routinely avail-
able data (Hanley & Spash, 1993). Also, it is not 
very relevant for valuing benefits arising from the 
control of IAP.

The strength of the two revealed preferences 
approaches described above is that they observe 
and value actual consumer choices involving 
welfare effects (e.g. health and convenience) and 
money. However, their application in different set-
tings has resulted in a wide variation of values for 
the value of life and the value of time. This is par-
tially explained by the difficulty of disentangling 
the many factors that motivate individuals and 
determine their behaviour, and the imperfections 
in labour markets (Viscusi, 1992). 

6.4.4	 Contingent valuation method
The contingent valuation method (CVM) uses 
hypothetical survey methods to elicit willingness 
to pay (WTP) values for goods in a hypothetical 
market (Freeman, 1993; Hanley & Spash, 1993; 
Field, 1997), and has been proposed as an appeal-
ing alternative and/or complement to existing 

6. Impact Estimation
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methods (Johannesson & Jönsson, 1991). It is use-
ful in estimating economic values for a wide range 
of commodities not traded in markets, such as:

•	 directly consumed goods, such as health and 
public goods (e.g. clean air and scenery);

•	 non-use value or “option” value (the possibility 
that the person may want to use a good in the 
future);

•	 existence value (the person values the fact that a 
good exists, irrespective of use); and

•	 bequest value (the person wants future genera-
tions to enjoy a good). 

The value of statistical life (VOSL) can also be esti-
mated using the CVM by asking respondents to 
state the maximum amount they would be willing 
to pay for reductions in risk, and then multiplying 
it by the inverse of the change in risk: 

VOSL = (1 / change in risk) x WTP	 (5)

In this case, it is crucial to apply the concept of deci-
sion-making under uncertainty. If an individual is 
asked what they would be willing to pay to avoid 
certain death, the WTP value would be infinite 
(Drummond et al., 1997). Therefore, individuals 
must be presented with choices over small risk 
reductions.

Following many empirical and theoretical refine-
ments during the 1970s and 1980s, the CVM is now 
widely accepted by resource economists (Hanley 
& Spash, 1993). CVM works directly by solicit-
ing from a sample of consumers their WTP for an 
improvement and/or their willingness to accept 
(WTA) a deterioration in the level of provision of 
an environmental service, in a carefully structured 
hypothetical market. Bids are then obtained from 
the consumers, bid curves estimated and the data 
aggregated to estimate the implied market demand 
curve. 

One useful aspect of CVM is that questions can 
be structured so that respondents value only the 
benefit(s) relevant to the research question. This 
means that respondents’ WTP for different bene-
fits (e.g. health, amenity and non-use benefits) of 
the same environmental health interventions can 
be presented separately. 

The potential application of CVM to stoves in the 
context of IAP has recently been discussed by 
Dhanapala (2003), who argues that the method 

has many advantages for valuing the benefits of 
reducing exposure to IAP, as it can value the multi-
attribute nature of stoves in real market-like deci-
sion contexts. 

However, there are several weaknesses associated 
with CVM that should be understood when inter-
preting the results of a cost–benefit analysis. These 
are listed below.

•	 Weaknesses associated with questionnaire 
design and application may elicit biased esti-
mates of value from respondents. These may 
be due to differences between the responses of 
men and women, and protest bids that may arise 
when the respondent does not agree with a sce-
nario. Also, for some interventions, the change 
in risk may be perceived to be so small that WTP 
is zero or close to zero.

•	 Empirical analyses have shown that the sum 
of benefits may not equal the total WTP for an 
intervention when different benefits are valued 
separately. 

•	 WTA may not equal WTP when individuals are 
“risk averse” or have income constraints. For 
example, income constraints limit the individu-
al’s WTP bids compared to the unconstrained 
WTA, therefore giving a biased estimate of 
benefits. Empirical evidence shows that WTA 
is significantly greater than WTP for reducing 
the risk of road traffic accidents (Dubourg et al., 
1993). The fact that WTP is closely associated 
with ability to pay (i.e. income constraints), and 
given that incomes vary within study popula-
tions as well as externally, there are difficulties 
in interpretation related to the equity effect and 
the non-generalizability of CVM results beyond 
the study setting.

	
6.4.5	 Differential timing of impacts
As explained earlier, costs and impacts in the 
present have a different value to the same costs and 
impacts in the future, due to the time preference 
for money and health. Individuals generally prefer 
these goods in the present rather than in the future, 
although documented instances exist of individu-
als preferring future to current health. 

As with costs, the differential timing of impacts 
is typically dealt with in economic evaluation by 
applying a discount rate to future values of impacts, 
thus calculating a present value of these impacts. 



51

This requires knowledge of the value of the impact 
at a future time, and the choice of the appropriate 
discount rate. The consensus is that the discount 
rate chosen for impacts should be the same as that 
for costs. Some arguments have been put forward 
in favour of discounting health effects at a different 
(usually lower) rate than costs (Gold et al., 1996). 
Some theorists also argue that the social discount 
rate decreases over time. These arguments are 
summarized in the WHO generalized CEA guide-

6. Impact Estimation

lines (Tan-Torres Edejer et al., 2003). However, 
there are problems associated with the choice of a 
different discount rate for costs and health effects. 
These would give rise to the time paradox, where 
the results of economic evaluation would recom-
mend postponing health interventions indefinitely. 
Therefore, for reasons of consistency, it is best to 
discount all future costs and impacts at the same 
rate of 3%.
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7. Dealing with uncertainty

The issue of uncertainty and how to deal with 
it plays an important role in economic evalu-

ation, and has received considerable attention in 
the medical literature since the use of economic 
eval-uation in health began to grow (Briggs, et al., 
1994; O’Brien et al., 1994; Briggs & Sculpher, 1995; 
Gold et al., 1996; Drummond et al., 1997; Briggs & 
Gray, 1999). Analysts should ensure that they con-
sider the implications of uncertainty for the results 
of their analysis. Quantification is preferable to a  
simple descriptive (qualification) of the level of 
uncertainty, as it gives the analyst or decision-
maker a better idea of the actual degree of uncertainty 
in the results. Therefore, in presenting the results of a 
cost–benefit analysis, estimates of confidence inter-
vals should accompany the point estimate. 

Five main stages in quantifying uncertainty 
through sensitivity analysis are dealt with in this 
chapter. They are as follows:

•	 Identify the main types of uncertainty present in 
the study.

•	 Identify where uncertainty is likely to have the 
greatest impact on the results, and select which 
parameters to vary in the sensitivity analysis.

•	 Specify the plausible ranges (upper and/or lower 
values) over which uncertain parameters are 
thought to vary, and their actual or presumed 
distribution. 

•	 Establish what kind of sensitivity analysis will 
be conducted.

•	 Present the results under alternative scenarios 
using these ranges and distributions.

	

7.1	 Types of uncertainty
Uncertainty stems from several sources (Briggs et 
al., 1994). These are discussed below.

1. Model or analytical uncertainty
Although the methodology used in the base-case 
(“reference”) analysis, as described in these guide-
lines, should be made explicit and should be fully 
justified, it is likely that considerable uncertainty 
will persist. For example, it may not always be clear 
which variables to include and which to exclude 
owing to uncertain directness and size of impact. 
For example, in promoting a switch from charcoal 
to LPG use, it may be difficult to compare the eco-
nomic implications of investment in new LPG dis-
tribution networks with those of disinvestment in 
charcoal production facilities. Also, there are argu-
ments for using different discount rates for differ-
ent methodological reasons, but also due to the 
different time preferences of different societies. 

2. Data uncertainty
Data, or parameter, uncertainty refers to a lack 
of information or knowledge about the inputs 
required for an intervention or the consequences 
of a given action. This can be for the following rea-
sons, alone or in combination: 

•	 Insufficient observations on a parameter that is 
known to vary. For example, when introducing 
improved stoves, it will be impossible to assess 
their impact on emissions of GHGs unless emis-
sions and fuel efficiency are carefully measured 
in real-life settings. Also, information on the 
impact on the health of people who do not seek 
health care is not available from the health sur-
veillance system. Consequently, such health data 
are unlikely to capture all the cases and, moreo-
ver, tend to be biased in relation to socioeconomic  
status: relatively well-off people with access to 
cleaner fuels or equipment tend to seek care 
whereas relatively poorer people tend to make 
use of the informal health sector or to self-treat.
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•	 Natural variability around a mean, due to differ-
ences in the response to interventions. For exam-
ple, the impact of better household lighting on 
the time children spend doing their homework 
will vary from household to household. Also, 
the emissions and fuel efficiency of an improved 
stove critically depend on correct manufacture, 
operation and maintenance. Although a new 
and correctly installed stove is likely to perform 
well, lack of maintenance and differences in user 
behaviour are likely to lead to a wide variation 
in performance over time. This variation can 
only be captured if the performance of stoves is 
assessed in a sufficiently large number of house-
holds.

•	 Inaccuracies in recording systems, including missing 
data (see section 6.2.2).

•	 Instability in values, such as changes in price over 
time, and the response of purchasers to price changes 
(e.g. price elasticity of demand).

•	 Lack of observed values for variables of interest 
and substitution with values derived from proxy 
variables. For example, owing to a lack of rand-
omized controlled studies on health impact, the 
prediction of such impacts is currently based on 
levels of exposure to IAP. The appropriate use of 
the best available scientific evidence to develop 
exposure–response assumptions is therefore 
crucial for the health impact analysis.

•	 Uncertainties about the method used for measure-
ment or valuation. For example, there are uncer-
tainties regarding the measurement of unit cost, 
such as the method of apportioning overhead 
costs to different interventions, the method for 
calculating the annual value of capital items, 
and, importantly, the choice of valuation method 
for economic cost. 

3. Uncertainty associated with the transfer of 
results from one setting to another
Although results may be scientifically valid in a spe-
cific setting, there may be differences between the 
specific circumstances of a study and other policy-
making contexts which should be taken into account 
when interpreting study results. These differences 
arise due to variations in: environmental conditions; 
socioeconomic and demographic characteristics of 
populations; the existing set of interventions against 

which the alternatives are being compared; and the 
predicted impacts of interventions. Even within a 
given country, there may be significant geographi-
cal differences (e.g. mountainous regions versus 
open plains) that have an impact on household 
energy practices. For example, heating during the 
cold season is commonly required in high-altitude 
regions, but not in tropical regions. Similarly, differ-
ent ethnic populations consume different types of 
food and not all interventions are equally suitable 
for preparing special types of food. For example, an 
Indian community in Gujjar increased the size of 
the firebox of their improved stove to enable them 
to cook large roti breads (World Bank, 2001). The 
cost of intervention hardware is also likely to vary 
between countries and different regions within a 
country depending on the need for importation, 
transport and the local market mechanism.

	

7.2	 Choosing the type of uncertainty 
analysis

Uncertainty analysis improves the understanding 
of an issue by showing more clearly how a change 
in one variable affects other variables or the over-
all results of the cost–benefit analysis. Uncertainty 
analysis therefore reduces the risk of drawing false 
conclusions by suggesting areas to which partic-
ular attention must be paid. It also identifies key  
variables in the analysis and thus where future 
research would be best targeted (Postle, 1997).

The impact of uncertainty can be examined using 
various approaches, all of which fall under the 
umbrella term “sensitivity analysis”. These methods 
can be used alone or in combination (Briggs et al., 
1994). 

1. Varying data inputs over plausible ranges
The first approach examines the impact of changes 
in the values of input variables on the overall results. 
This approach reflects the uncertainty associated 
with imprecise data, due to variability within the 
populations studied, imperfect study design or data 
collection methods. This can be done in three ways:

•	 One-way (univariate) analysis of extreme values 
varies the values of different variables one by 
one and observes the impact on the results and 
conclusions of the CBA. 

•	 Multi-way (multivariate) analysis of extreme values 
varies the values of different carefully selected 
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variables together, and observes the impact on 
the results and conclusions of the CBA. The 
output of multi-way sensitivity analysis pro-
vides extreme values for the costs, benefits and  
benefit–cost ratio, but no indication of the prob-
ability associated with these extremes.

•	 Probabilistic sensitivity analysis. In probabilistic 
sensitivity analysis, a technique known as the 
Monte Carlo method is used (Doubilet et al., 
1985; Polsky et al., 1997; Briggs et al., 1999). A 
draw is taken from the uncertainty range around 
all uncertain parameters simultaneously, and 
repeated many times, in order to determine the 
probability distribution of the benefit–cost ratio. 
The number of draws should be sufficiently large 
for the ratio to stabilize, usually a minimum of 
about 1000. From this, uncertainty intervals of 
90% or 95% confidence can be generated. When 
sampled data are available (i.e. data with a prob-
ability distribution), repeated draws can be 
taken with no need to specify a particular prob-
ability distribution. Where sampled data are not 
available, the analyst needs to specify the upper 
and lower limits for each parameter to be used 
in the draw, and the type of probability distribu-
tion that is likely to characterize the parameter. 
Analysis can be undertaken using many differ-
ent statistical software packages. The advantage 
of this approach over the analysis of extremes 
described above is that it gives a more robust 
indication of uncertainty in the results of the 
CBA due to the incorporation of probability 
distributions of the values of all uncertain para-
meters simultaneously. 

2. Threshold analysis
The second type of uncertainty analysis computes 
the value that certain input variables would need 
to take in order to achieve a predefined result of 
the cost–benefit analysis (called the “threshold”). 
The threshold can be either some pre-defined  
target benefit–cost ratio or rate of return, or the 
point at which the main findings or conclusions 
change. For example, what LPG price would deliver 
a net loss instead of a net benefit of a fuel change 
programme?

3. Changing model assumptions
The third type of uncertainty analysis is to exam-
ine the impact of changes in selected methodo- 

logical assumptions. This may involve, for exam-
ple:

•	 Changing inclusion/exclusion of costs or impacts. 
This involves including costs or impacts that had 
been left out of the base-case analysis or exclud-
ing costs or impacts that had been included in 
the base-case analysis, and examining how 
the results and conclusions change. The choice 
of which costs and benefits to change can be 
based on different perspectives of the analysis 
– for example, a household versus a government  
perspective. 

•	 Changing assumptions about time preference. This 
involves varying the discount rate for future 
costs and benefits, or the interest rate used for 
the annualization of capital items. The WHO 
generalized CEA guidelines recommend using 
a discount rate of 3% in the base-case analysis, 
and in sensitivity analysis they use a 0% dis-
count rate for health effects and a 6% rate for 
costs, with no age-weighting of health benefits.

•	 Changing distributional weights. Social CBA may 
include distributional weights that give prefer-
ence to selected population groups. Therefore, it 
may be necessary to re-run the analysis with-
out these weights or to use different weights to 
investigate their impact on the study conclu-
sions. 

•	 Changing the benefit–cost ratio calculation. In 
some instances, it will not be clear whether 
an economic impact associated with an inter-
vention should be classified as part of the net 
intervention cost, or as an economic impact. For 
example, when switching away from one type of 
fuel to another, the fuel cost savings associated 
with a reduction in the amount of firewood or 
charcoal purchased could be classified either as 
a cost saving or as an economic benefit. In this 
case, the choice of methodology for the base-
case presentation should be stated and justified, 
and the results under the alternative approach 
should be presented in a sensitivity analysis.

	

7.3	 Choosing which parameters to vary
Where sensitivity analysis is employed to estimate 
a confidence interval, analysis should be as com-
prehensive as possible, and include all variables for 
which uncertainty is quantifiable.
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It is advisable to vary the main contributing vari-
ables, and the variables that are known to contain 
the greatest amount of uncertainty. In the case of 
reducing exposure to IAP, these may include (Hut-
ton et al., 2006):

•	 Variation in the methods for quantification and 
valuation of the main components of economic 
cost, such as fuel use, fuel price, stove price and 
useful life of hardware.

•	 Variation in the methods for quantification and 
valuation of the main components of economic 
impact, such as health impacts, time benefits 
and environmental impacts. One key variable 
of economic impact is the choice of value for 
time gain. An aggregate nationwide measure 
such as gross national income per capita may be 
substituted with alternatives such as the mini-
mum wage or the average agricultural wage. 
When setting-specific or national wage rates are 
used, beneficiaries could be interviewed about 
the value of time, or studies conducted on the 
use of time gained from the interventions. A 
second key variable with a high level of uncer-
tainty is the value of environmental gains, such 
as the implicit value of forest cover or the value 
of reducing emissions of GHGs.

•	 Exclusion of certain economic costs and ben-
efits, and inclusion of other possible costs and 
benefits left out in the base-case analysis. On 
the one hand, where economic benefits of health 
gains are an important component of overall 
economic benefit, diseases excluded from the 
base-case analysis may be included in sensitiv-
ity analysis. On the other hand, if there were no 
health effect of an intervention, would the inter-
vention be justified on non-health grounds?

•	 Discount rate.

	

7.4	 Choosing the ranges and 
distribution of uncertain parameters

Choosing an appropriate range is crucial, and 
should where possible be based on observed vari-

ability of the parameter. In the medical field, for the 
purposes of choosing the range and distribution 
of uncertain parameters, the distinction between 
deterministic, partially stochastic and wholly  
stochastic sensitivity analysis is useful (Drum-
mond et al., 1997):

•	 Deterministic sensitivity analysis, where cost and 
impact variables are estimated as a point esti-
mate. Sampling variation is not available because 
of lack of data (e.g. when secondary sources are 
used) or the nature of the variable (e.g. choice of 
discount rate). In this case, a deterministic point 
estimate of the benefit–cost ratio can be subject 
to detailed sensitivity analysis, using plausible 
ranges for variables and thus providing lower 
and upper extreme values. In early economic 
evaluation studies, analysts simply halved and 
doubled the average values in the absence of  
better data on plausible ranges (Drummond et 
al., 1987). However, today the analyst is expected 
to identify a plausible range with justification.

•	 Partially stochastic sensitivity analysis, where the 
mean values of some variables have associated 
variance, whereas other variables have only 
extreme lower and upper values with no indi-
cation of their distribution. The distribution on 
the stochastic variables is either known (from 
stochastic data sets) or determined using an 
informed guess (e.g. normal distribution, trian-
gle or rectangle) based on knowledge about the 
variable.

•	 Wholly stochastic sensitivity analysis, where all 
the parameters included in the sensitivity ana-
lysis have an associated variance.

Although the fully stochastic analysis is clearly the 
most scientific and has the most value for policy-
makers, it can also be useful and interesting to 
simply examine the impact of extreme values in 
a deterministic sensitivity analysis. This can be 
done alone (in a one-way sensitivity analysis) or in 
combination (in a multi-way sensitivity analysis) 
to assess the implications of freak occurrences or 
worst assumptions. 

7. Dealing with Uncertainty
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8. Presentation and  
interpretation of results

8.1	 Who can use the results of an 
economic evaluation?

Arange of decision-makers will be interested in 
the results of CBA in different contexts. These 

decision-makers include:

•	 national governments, interested in how to allo-
cate national budgets across sectors, deciding 
what interventions to promote, and estimating 
future budget needs (see the evidence–policy 
cycle in Figure 9);

•	 local governments, interested in deciding how 
to allocate budgets across sectors, what inter-
ventions to provide, what prices to set for public 
services, how efficiently different service pro-
viders are performing and how to increase the 
efficiency of an intervention;

•	 companies (i.e. actual or potential service sup-
pliers), interested in identifying potential profit-
able markets in which to provide their services, 
and setting prices;

•	 nongovernmental organizations, which are active 
in the household energy sector, interested in com-
paring the efficiency of one intervention with that 
of another, and their distributional impact;

•	 private households, interested in understand-
ing what they stand to gain compared to the cost 
associated with an intervention;

•	 research funding agencies, interested in financ-
ing research that will reveal effective and low-
cost options for improving household energy;

•	 donors, interested in how to argue for targeting 
interventions and subsidies to vulnerable popu-
lations, and in economic development; and

Figure 9. The evidence–policy cycle

Source: WHO (2000). 
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•	 development banks, interested in financ-
ing interventions that have a high social and  
economic return, and thus contribute to rapid 
economic development of a locality or nation.

Some examples of common research questions for 
national-level decision-makers and implement-
ing agencies, respectively, are presented in Boxes 3  
and 4.

8.2	 Presentation of results
The primary goal of the CBA is to identify whether 
the benefits of an intervention exceed its costs, and 
to assess the nature and timing of the stream of 
costs and benefits that result from the intervention. 
In simple terms, a positive net economic benefit 
indicates that an intervention is worthwhile from 

the economic perspective. However, as public funds 
are limited and cannot cover all interventions with 
net economic benefits, it is necessary to compare 
alternative interventions to find out which are the 
most economically beneficial to implement, based on 
the resource constraints that prevail within any 
given society. Thus a number of simple summary  
measures have been developed and are presented 
in this section (see also sections 1.3 and 1.4).

8.2.1	 Basic presentation
The results of a CBA can be presented in a variety 
of forms as discussed below:

Benefit–cost ratio. A principal output of a CBA is the 
benefit–cost ratio, which shows the factor by which 
the economic benefits exceed the economic costs 

Box 3

Examples of economic research 
questions for national-level 	
decision-makers
The following research questions are relevant to 
national-level decision-makers, including donors:

•	 What does it cost to increase coverage of 
improved household energy practices, to meet 
the goal of reducing by half those currently not 
using cleaner fuels, or to achieve full coverage?

•	 Where should household energy investments 
be made, based on allocative and distributive 	
efficiency criteria? Which localities (provinces/
districts) and which population groups should be 
targeted?

•	 What is the relative attractiveness of invest-
ments in household energy compared to other 
public investments, based on economic criteria 
(benefit–cost ratio, rate of return, net present 
value, payback period)?

•	 How should evidence be presented to provide 
meaningful guidance to local governments and 
local health departments on allocating resources 
to household energy and on choosing the optimal 
technologies and providers?

•	 How can investments in household energy be 
supported at the national level?

•	 How does household energy improvement con-
tribute to economic growth and poverty reduc-
tion?

Box 4

Examples of economic research 
questions for implementing agencies
The following research questions are relevant to 
implementing agencies, such as a local govern-
ment unit, nongovernmental organization or private 	
company:

•	 What is the population demand (willingness to 
pay) for improved household energy in different 
contexts?

•	 Based on the production cost, what is the poten-
tial for meeting population demand through the 
private sector?

•	 What are the economic and welfare outcomes of 
granting service provision contracts to different 
types of provider?

•	 Which technologies and improvement options are 
most suited to different local circumstances?

•	 Based on efficiency criteria, how should local 
budgets be allocated between sectors?

•	 How should public subsidies of household energy 
be targeted?

•	 Are there sufficient and sustainable fuel 
resources available locally at the new “market 
equilibrium”?

•	 What other factors and information influence 	
(or should influence) decisions made by the imple-
menting agency?
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of an intervention, taking into account the flow of 
costs and benefits that occurs over the entire period 
during which the intervention is implemented. 

The benefit–cost ratio is equal to the total interven-
tion benefit divided by the total intervention cost, 
presented in a base year. Therefore, costs and bene-
fits in future years must all be discounted back to 
a common date. Similarly, any price or cost values 
from previous years should be adjusted forward to 
take into account different prices in the base year.

BCR = 
	Total net intervention benefit	  

(6)
	 Total net intervention cost

where BCR is the benefit–cost ratio.

When presenting the benefit–cost ratio, the vari-
ables which appear in the net benefit calculation 
(numerator) should be clearly distinguished from 
those which appear in the net cost calculation 
(denominator) (see section 7.2). The key principle 
is to recognize that the calculation method (algo-
rithm) chosen has implications for the size of the 
eventual benefit–cost ratio. When comparing ratios 
the same methodology should be used so that like 
is being compared with like.

The results can also be presented in terms of:

•	 total costs and total benefits in absolute terms 
(US$ and/or I$ and/or local currency units, in 
base year);

•	 average cost and benefit per person with 
improvement (US$ in base year); or

•	 average cost and benefit per capita (whole popu-
lation) (US$ in base year).

Economic internal rate of return. The economic 
internal rate of return (EIRR) is the rate of inter-
est at which the future expected stream of bene-
fits equals the future expected stream of costs. It 
can be estimated by adjusting the discount rate 
downwards (or upwards in the case of a non-cost- 
beneficial ratio) until the benefit–cost ratio is 1, or 
the net present value equals zero (see below). The 
EIRR is then compared with a standard chosen 
by the implementing or lending agency, to decide 
whether or not the intervention produces an ade-
quate rate of return. 

Net present value. The net present value (NPV) 
shows the economic gain that can be expected 
from the intervention in currency units of the base 
year (usually the start year of the intervention). It is 

calculated by subtracting the economic costs of the 
intervention from the economic benefits. 

It should be noted that the resulting value is not a 
“profit” in the traditional sense of the word, as the 
net present value is a measure of societal welfare, 
and not a measure of narrow financial gain. Fur-
thermore, it reflects the economic benefit over the 
entire life of the intervention, and not over a single 
year. However, it can be converted to an annual 
equivalent. 

The NPV can be presented in terms of: 

•	 total costs and total benefits;  

•	 average cost and benefit per person who receives 
the intervention; or 

•	 average cost and benefit per capita, spread over 
the entire population of a community, region or 
country.

Payback period. The payback period (also termed 
the break-even point) is the period of time after 
which the benefits from an intervention equal the 
resources invested in the intervention. It defines 
the point in time at which an intervention starts 
to produce net economic benefits. This is a tradi-
tional measure used in project appraisals because 
projects typically involve a large initial investment 
and smaller annual recurrent costs and only start 
producing benefits after a time delay. Hence, it is 
important to know how many years a project needs 
to run and be financed at a net loss.

Demand analysis. Demand analysis forms an implicit 
part of a CBA as the impacts valued are hypo-
thetically demanded by a population that seeks 
improvements in their standard of living. A demand 
analysis is important not only to ensure that there is 
a demand for the intervention being evaluated, but 
also to assess financing options if the intervention 
is not entirely financed through public funds. For 
example, in projects that require substantial invest-
ments in infrastructure, a high proportion of the 
costs must be met up-front. Although there may be 
demand for the services, the beneficiaries may not 
be willing or have the capacity to finance the entire 
investment costs during the initial period. Popula-
tions may either lack access to the necessary funds 
for an investment, or they may be unwilling to make 
a large investment for an uncertain long-term ben-
efit. Hence, market mechanisms, such as bank loans 
or micro-credit schemes or public intervention may 
be required to overcome these financial barriers.
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Other analyses. In addition to the presentations 
discussed above, the component parts of a CBA, 
such as cost or outcome data, can be used for deci-
sion-making. For example, a comparative cost 
analysis of a latrine manufacture and distribution 
programme in several regions of a country would 
allow policy-makers to draw conclusions about 
which ones perform better and why. An economic 
costing also contributes to price-setting for public 
services, and to allocating government budgets. 
Furthermore, the financial viewpoint can easily 
be presented by disaggregating cost and outcome 
data into economic impact versus purely financial 
impact (see section 1.5).

8.2.2	 Viewpoint
It is important and necessary to disaggregate the 
benefits and costs according to different viewpoints. 
Relevant viewpoints will vary by setting and inter-
vention type, and include different sectors (health, 
environment, energy, agriculture and industry), 
population subgroups (geographical location, 
income quintile, gender and age group), various 
levels of government (central, regional or district) 
or societal organization (household, community or 
societal). The disaggregation chosen will depend 
on the target audience. Given the disproportionate 
bearing of household energy practices on women, 
children and the poor, special attention should be 
paid to assessing and valuing the impacts interven-
tions have on these groups. This focus is necessary 
not only for the purposes of choosing interventions 
which maximize the benefit–cost ratio for these 
groups, but also in promoting household energy 
interventions more generally in international and 
government agency policies and programmes.

8.2.3	 Currency
The results should be expressed in a common cur-
rency, with a stated base year. The two main options 
for currency are foreign or local. The advantage of 
using a foreign currency is that it increases inter-
national comparability, and facilitates publication 
of studies in international journals. The currency 
most commonly used is US$. Increasingly the cur-
rency I$ is being employed, which uses purchasing 
power parity to adjust the value of non-traded goods 
relative to the US$. This enables international com-
parisons based on the relative values of different cur-
rencies. The advantage of using a local currency in 

the context of an analysis conducted at the national 
or subnational level is that it makes the results more 
relevant to the decision-makers concerned.

8.2.4	 Capacity level
Unit costs of activities are related to the level of 
capacity utilization of a programme (Tan-Torres 
Edejer et al., 2003; Hutton et al., 2004). Capac-
ity utilization is calculated by dividing the actual 
capacity use of a given service or programme by 
the capacity available. Because the level of capacity 
utilization varies over time and between contexts, 
economic analysts have recognized that a certain 
level of standardization of practice is necessary to 
ensure validity and comparability of results across 
studies. Moreover, the presentation of the results of 
a CBA should state the level of capacity utilization 
at which the intervention is running. This applies 
to intervention activities, such as domestic fuel or 
stove programmes, as well as to the estimation of 
the value of intervention impacts. 

One option is to present the results according to the 
capacity level observed, and report results under 
alternative levels in the sensitivity analysis. A sec-
ond option, and one preferred by WHO (Tan-Torres 
Edejer et al., 2003), is to present the results under 
a target level of capacity utilization – defined as 
80% – which also reflects recommendations made 
in other economic evaluation guidelines (Gold et 
al., 1996; Drummond et al., 1997). Eighty per cent 
is seen as a good choice for an optimal level of 
capacity utilization in the health sector, to allow for 
spare capacity for unexpected or emergency cases, 
reflecting the life and death implications of having 
health services available. For other types of public 
sector programme such as stove programmes, the 
optimal capacity utilization level may be defined as 
being higher, perhaps 90% or 95%.

8.3	 Interpretation of results in a 
decision-making context

8.3.1	 Efficiency considerations highlighted by 
cost–benefit analysis

The first aspect of interpretation is the set of base-
case scenario results, as described in section 8.2. 
These results need to be interpreted not only on 
their own but also in comparison with other pos-
sible uses of funds. In a given decision-making 
context, benchmarks may exist that facilitate the 

8. Presentation and Interpretation of Results
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interpretation of the results of economic evalua-
tion, irrespective of the results of studies evaluat-
ing other uses of public finances. For example, 
such benchmarks can be based on the benefit–cost 
ratio (e.g. over US$ 2 economic return per US$ 1 
invested) or on the economic internal rate of return 
(e.g. above 10% compared to a real interest rate 
of 6%). However, although these thresholds are 
indicative of efficiency, the results of a CBA should 
not be used in a purely formulaic way. 

In particular, the decision-maker should under-
stand who the intervention favours in terms of 
socioeconomic class (e.g. income quintile), gender 
and age group. If certain groups are the target of 
government subsidies, interventions with a ben-
efit–cost ratio favourable for these groups may be 
selected above the alternatives. Moreover, as the 
marginal utility of consumption declines with ris-
ing income, the least poor are most able to benefit 
from government subsidies.

Once the base-case scenario results and their dis-
tributional impacts are understood, it is important 
to supplement these preliminary conclusions with 
the results of the sensitivity analysis, as outlined 
in chapter 7. If large variations in the assumptions 
or estimates of the analysis do not produce signifi-
cant alterations in the results, policy-makers can be 
relatively confident about the results (Briggs et al., 
1994; Drummond et al., 1997). However, if changes 
to the model or input data over a plausible range 
of variation lead to large differences in the results, 
decision-makers may be motivated to find out more 
about the interventions in question, or to favour 
interventions with less variable benefit–cost ratios. 
Indeed, an uncertain result should prompt further 
research to provide more precise estimates.

Another important question relates to the quality 
and relevance of the results for a given decision-
making context. The policy-maker should under-
stand scientific quality, or internal validity, and any 
possible biases in the study, before basing a deci-
sion on the results. Moreover, study relevance, or 
external validity, is critical. Even if a study is of high 
scientific quality, it may be based on populations 
and environments that are very different from the 
decision-making context in question. In this case, 
the data can either be disregarded or adjustments 
can be made to increase the relevance of the results 
to the given setting. Hence, it is important that 
published studies provide background information 

to help decision-makers decide whether the find-
ings can be generalized.

8.3.2	 Other considerations
A whole range of factors affect policies and  
decisions on resource allocation made by govern-
ments. Some of these considerations are linked to 
efficiency, while others are not.

As service providers, governments are (or should 
be) concerned about the availability of a choice of 
alternatives, the responsiveness of government 
services to population needs, and the eventual  
satisfaction of the targeted clients (WHO, 2000b). 
This may be on the basis of objectively observed 
conditions or population needs; it may also be based 
on perceptions of population needs by the popula-
tion itself or by a researcher or policy-maker.

One of the strongest determinants of future pat-
terns of resource allocation is the current pattern of 
resource allocation. Budgeting works on a historical 
basis, not only because it is simple and risk averse, 
but also because it reflects the existing infrastruc-
ture and the current set of interventions.

A further consideration which often plays a domi-
nant role in government decisions is the political 
angle of government policies or funding decisions. 
This is true not only of sovereign governments 
in their own country, but also affects the foreign 
policy of governments active in these countries 
(donors).

In the health field, interventions are often chosen 
on the basis of their effectiveness and the asso-
ciated burden of disease, often irrespective of 
whether their efficiency is known or not. Moreover, 
distributional and ethical considerations often play 
an important role, too.

Finally, assigning economic values involves implicit 
value judgements about what is worthwhile and 
what is not. For example, if an analysis places val-
ues on lives saved according to individual earn-
ings, an intervention that targets elderly people 
will be “worth” less than one targeting produc-
tive adults. Hence, efficiency criteria (in a purely 
economic sense) need to be tempered with other 
considerations, such as distributional and equity 
dimensions. These can be taken into account in 
economic evaluation by assigning average values 
to beneficiaries irrespective of their age or gender, 
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reflecting a measure of social welfare rather than 
expected financial impact. However, assigning 
equity weights does not necessarily solve the com-
plex distributional problem resulting from attempt-
ing to improve resource allocation using efficiency 
criteria (Green & Barker, 1988).

In addition to the above-discussed validity and 
applicability of the instruments for measuring 
value, concerns have been voiced about the use 
of the willingness to pay (WTP) approach. While 
WTP is widely accepted by economists, there are 
several methodological problems associated with 
conducting studies of WTP. These include the 
assumption that individuals are rational and well 
informed about the choices they make, and that 
the market is functioning efficiently. This assump-
tion can be untenable when it comes to health and 
health care, where people do not have the informa-
tion or training necessary to correctly value a par-
ticular health service or intervention (McGuire et 
al., 1989; Mooney, 1994). In other words, the will-
ingness of households to pay for cleaner household 
energy options is more likely to reflect non-health 
factors than health considerations. Also, there are 
doubts about whether people can make reasoned 
and consistent choices concerning the value they 
place on options which increase or reduce the sta-
tistical risk of death from various causes. 

8.4	 Constraints to using the results 	
of economic evaluation in 	
decision-making

This section describes the different types of con-
straint to using the results of economic evaluation 
in decision-making.

Constraint 1: Lack of relevance of evidence from 
cost–benefit analysis
Research is often not targeted to real policy ques-
tions, or does not cover all relevant scenarios. 
Addressing this problem requires increased 
researcher interest in policy, tying research fund-
ing to policy relevance and emphasizing pragmatic 
study design. Moreover, decision-makers should 
be closely involved with the research from begin-
ning to end. To avoid research quickly becoming 
out of date, updates may be necessary.

Constraint 2: Low quality and lack of standard 
application of methods to cost–benefit analysis
Current standards for economic evaluation are often 
not followed in conducting CBA (Udvarhelyi et al., 
1992). Overcoming this limitation requires greater 
standardization of methods and their consistent 
application. In many cost–benefit studies the key 
assumptions are not explicitly described and justi-
fied. Another common weakness is that sensitivity 
analyses tend to be one-way or multi-way analyses 
of extremes, but do not use measures of stochastic 
variation in the variables tested to produce confi-
dence intervals on the benefit–cost ratio.

Constraint 3. Non-generalizability of results of 
cost–benefit analysis
The use of incremental economic analysis means 
that results are not relevant where a different base-
line exists. A solution proposed by WHO is to use 
a similar baseline in all studies, i.e. the counter-
factual scenario without any possible intervention. 
However, even when using the same baseline, 
differences in the characteristics of settings (e.g. 
income, disease burden or existing infrastruc-
ture) will render results difficult to interpret in 
other settings. Therefore, it is important to present 
background data with the results, and to add clear 
interpretations, qualifications and caveats. A well-
conducted sensitivity analysis, including subset 
(or subpopulation) analysis, will also increase the 
meaningfulness of results in other settings. 

Constraint 4: Failure to disseminate results of 
cost–benefit analysis
Key results often do not reach decision-makers 
– either because the results are not well presented 
or because they are not disseminated to the rel-
evant audience. Clear structured reporting on the 
study, its findings and their interpretation is essen-
tial. Short summaries that convey the main mes-
sages and are written for a non-technical audience 
may help the uptake of research results in decision- 
making. Important communication channels for 
the dissemination of results include articles pre-
senting key findings, the Internet and regular 
research-policy seminars.

8. Presentation and Interpretation of Results



62

Guidelines for conducting cost–benefit analysis of household energy and health interventions

Constraint 5: Failure to use the results of cost–
benefit analysis in decision-making
As described above, efficiency is only one of many 
factors that influence policy decisions. In a trans-
parent decision-making process, the different  
arguments for or against a given policy are 

described and each given their due weight. Where 
this process concludes that recommendations based 
on a cost–benefit analysis should be followed, it is 
important to ensure their efficient implementation 
on the ground.
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9. Conclusions

Economic evaluation of policy options is becom-
ing an increasingly important tool for decision-

making in the health and development field. In the 
context of interventions that generate both health 
and non-health benefits, CBA offers a method by 
which all benefits can be valued against all costs 
from a societal perspective. It can therefore help 
policy-makers to select the most efficient interven-
tion to meet a given aim in a specific sector, or to 
allocate funds to programmes in different sectors. 
There are many advantages and disadvantages in 
using the results of economic evaluation. These are 
summarized below.

Advantages 
•	 Economic evaluation provides a convincing 

technical solution to the question of resource 
allocation, with a comprehensive analysis of the 
economic costs and benefits of a range of policy-
relevant options.

•	 Economic evaluation can be adapted to answer 
different types of question and take into account 
different viewpoints.

•	 Economic evaluation is a systematic and explicit 
approach, which clearly states its basic assump-
tions and weaknesses, thus giving transparency 
to policy questions that are otherwise often 
treated as a “black box”.

•	 Some of the weaknesses can be partially dealt 
with through sensitivity analysis and scenario 
analysis.

Disadvantages 
•	 Benefit–cost ratios are based on economic (soci-

etal) values and not on financial values. Deci-
sion-makers faced with budget constraints, 
however, are often more interested in purely 
financial values.

•	 Too often, results are not used because there is 
poor communication between researchers and 
policy-makers.

•	 Research can be costly and time-consuming, 
and often does not provide answers at the time 
the decision needs to be made.

•	 Economic evaluation is based on implicit values 
about what is right, and is naive in the sense 
that political feasibility is often the determining  
factor.

In conclusion, these guidelines for conducting CBA 
of household energy and health interventions are 
an attempt to provide economists and researchers 
involved with household energy and health inter-
ventions with the methodological background for 
undertaking CBA. They describe the approach 
in a step-by-step manner, from choosing policy-
relevant alternatives to presenting and using the 
results. They identify the main cost components, 
categorize various intervention impacts, describe 
the main sources for obtaining data on costs 
and impacts and discuss the most widely used 
approaches for valuing different types of benefits. 
Moreover, they provide the reader with guidance 
on how to conduct uncertainty analysis and on how 
to present key conclusions and associated caveats 
to decision-makers.

The guidelines try to reflect as closely as possible 
the wealth of past contributions on the subject. 
Nevertheless, it is difficult to do justice to all the 
details associated with a robust economic evalu-
ation. Wherever possible, relevant references are 
provided and the interested reader is encouraged to 
consult these references for guidance when facing 
and responding to the many challenges of conduct-
ing an economic evaluation of household energy 
and health programmes and policy scenarios.
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